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Abstract. Interactve media streams with real-time characteristics, such as those
produced by shared whiteboards, disttéal Jaa applets or shared VRML vie

ers, are rapidly@ning importance. Current solutions to the recording of interac-
tive media streams are limited to one specific application (e.g. one specific
shared whiteboard). In this paper we present a generic recording service that
enables the recording and playback of this oass of media. & facilitate the
generic recording we kia defined a profile for the Reairfe Transport Proto-

col (RTP) that ceers common aspects of the interaetinedia class in analogy

to the profile for audio and video. Based on this profile we introduce a general-
ized recording service that enables the recording and playback of arbitrary inter-
active media.

1 Intr oduction

The use of real-time applications in the Internet is increasing quiokly of the &y
technologies enabling such transmissions is a transport protocol that meets real-time
requirements. Th®eal-Tme Tansport Potocol (RTP) has been deloped for this
purpose [16]. The RP protocol preides a frameork covering common aspects of
real-time transmission. Each encoding of a specific media type entails tailoring the
RTP protocol. This is accomplished by RiiP pofile which carers common aspects
of a media class (e.g. th& R profile for audio and video [14]) and BTP payload
specifying the transmission of a specific type of media encoding (e.g. H.261 video
streams).

While the class of audio and video is the most important one and is quite well
understood, interaet media streams are used byesal applications which are-
ing importance rapidlyinteractve applications include shared whiteboard applications
[3], multi-user VRML models [9] and distnitbed Jaa animations [7]. Manexisting
protocols for interactie media are proprietarylhis preents interoperability and
requires re-implementation of similar functionality for each protoaml.tRis reason,
we have defined an RP profile [10] that ceers common aspects of the distitibn of
interactve media. It can be instantiated for a specific intaractiedia encoding.

The RIP profile for audio and video has enabled theeligment of generic
recording services l&kthose described in [4][15]. Th& R audio and video recorders
operate independently of a specific video or audio encoding. Instead of decoding



incoming RTP paclets and storing video and audio content (e.g. in H.261 or MPEG
format), thg operate on entire T paclets. This has the major aahtage that the
mechanisms implemented in the recorder (e.g. media storage or media synchronization
during playback) arevailable for all video and audio formats.

Recent deelopments xend these RP recorders to the proprietary protocols of
specific applications. In general, intergetmedia streams require additional function-
ality in an R'P recorder since certain information about the semantic of an interacti
media stream must be considered. In partioladom accest® an interactie media
stream requires mechanisms toyie the receiers with the current media staterF
example, if a recorded shared whiteboard stream is accessed at a random position, the
contents of the page aatiat that time must be displayed to the u¥kus, a recorder
must praide the receiing shared whiteboards with the page content before the actual
playback is started.

Our RTP profile for interactie media preides a common framork that enables
the derelopment of a generic servicesdikecording or late join for the class of interac-
tive media. In this paper we discuss the principles of such a generic recording service.
We present mechanisms that are required for the recording and playback of vieteracti
media streams, and we shdhat random access to these media streams can be
achieved by these mechanisms withouving to interpret media-specific data.

The remainder of this paper is structured asWdldSection Wo provides an ger-
view over related wrk. Section Three introduces a classification ofed#nt media
types. Section éur provides a shortwervien of our RTP profile for interactie media
on which the presented recording scheme is based. Sectierdéals with design
issues for an interaw® media recordeBection Six discusses fundamentals of random
access to stored interaeti media streams, and Sectiorvé&e describes tav mecha-
nisms that realize media independent random access to these media streams. Section
Eight describes the current state of the implementation. Section Nine concludes the
paper with a summary and an outlook.

2 Related Wbrk

Much work has been done on the recording of media streams. The rtptools [15] are
command-line tools for recording and playback of singleP Raudio and video
streams. The Interagé Multimedia Jukbox (IMJ) [1] utilizes these tools to set up a
video-on-demand seev Clips from the IMJ can be requested via thehwW

The mMOD [13] system is a abased media-on-demand serncapable of
recording and playing back multipleTR and UDP data streams. Besidd$Rwdio
and video streams, the mMOD system is capable of handling media streams of appli-
cations lilke m\eb, Internet whiteboard wb [6], mDesk and NetkifextEditor. While
mMOD supports the recording and playback of UDP pegkit does not pvide a
generalized recording service with support for random access.

The MASH infrastructure [11] comprises am R recording service called the
MASH Archive System [12]. This system is capable of recordifig Rudio and video
streams as well as media streams produced by the MediaBoard [18]. The MASH
Archive System supports random access to the MediaBoard media striedoe$ not



provide a recording service generalized for other interactiedia streams.

A different approach is tek by the OF tools [2]. The ®F recording system
does not use RP paclets for storageui corverts the recorded data into a special stor-
age format. The @F recorder grabs audio streams from a hardwl&ice and records
the interactie media streams produced by one ob tpplications ®Fwb or the
Internet whiteboard wbRandom access as well astf visual scrolling through the
recording are supportedibthe recordings can only be wied from a local hard disk
or CD. The recording of other intera@imedia streams is not possible.

In the Interactie Remote Instruction (IRI) system [8] a recordasvimplemented
that captures arious media streams from faifent IRl applications. In all cases a
media stream is recorded by means of a specializesion of the IRI application that
is used for e transmission. This specific application perforngaila protocol action
towards the neterk but stores the recetd data instead of displaying it to the user
example, a specializedevsion of the video transmission tool is used to record the
video stream. Such a specialized recordieigion must be deloped for each IRI tool
that is to be recorded.

One of a number of commercial video-on-demandeseris the Real G2 saw
The Real G2 seer is capable of streaming video and audio data as well as SMIL pre-
sentations to RealPlayer G2 clients. A SMIL presentation may contain video and audio
as well as other supported media types Real®xt, RealPix and graphics. In contrast
to the recording of interag® applications, a specialized authoring tool is used to
author SMIL presentation, which consist of predefined media streams displayed
according to a static schedule.

3 Interactive Media

3.1 Classification of Interactive Media

Before discussing the recording of intereetmedia streams, it is important to estab-
lish a common vie on this media class. Basicallye separate media types by means
of two criteria. The first criterion distinguishes whether a medium is discrete or contin-
uous. The characteristic ofiéscrete mediunis that its state is independent of the pas-
sage of time. Examples of discrete media are still images or digital whiteboard
presentations. While discrete media may change their stateldle® only in response

to external &ents, such as a user diag on a digital whiteboard. The state ofan-
tinuous mediurhowrever, depends on the passage of time and can change without the
occurrence ofxdernal &ents. \f{deo and animations belong to the class of continuous
media.

The second criterion distinguishes between intera@nd non-interacte media.
Non-inteactive mediachange their state only in response to the passage of time and do
not accept@ernal ents. Ypical representations of non-interaetimedia are video,
audio and image#nteractive mediaare characterized by thact that their state can be
changed by dernal &ents such as user interactions. Whiteboard presentations and
interactve animations represent interaetimedia. Figuré depicts ha the criteria
characterize diérent media types.
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3.2 Model for Interacti ve Media

An interactive mediunis a medium that is well defined by its current state ypaint
in time. For example, at a gien point in time the medium “da animation” is defined
by the internal state of thewdaprogram that is implementing the animation. $tate
of an interactie medium can change fordweasons, either by the passage of time or
by events The state of an interaeti medium between wsuccesse events is fully
deterministic and depends only on the passage of timestate change that is not a
fully deterministic function of time is caused by aremt. A typical &ample of an
event is the interaction of a user with the medium. Aaneple of a state change
caused by the passage of time might be the animation of an obj@agracross the
screen.

In cases where a comglstate of an interaet medium is transmitted frequently
by an application, it is necessary to be able to send only those partsvthahhaged
since the last state transmissiore @éll a state which contains only the state changes
that hae occurred since the last transmitted stadelta state A delta state can only
be interpreted if the preceding full state and interim delta states arevailabla. The
main adantages of delta states are their smaller size and tlyatdinebe calculated
faster than full states.

In order to preide for a flxible and scalable handling of state information, it is
sometimes desirable to partition an intergectinedium into seeral sub-components
In addition to breaking den a lage media state into more manageable parts, such par-
titioning allows participants of a session to track only the states of those sub-compo-
nents thg are actually interested in. Examples of sub-components are VRML objects
(a house, a caa room), or the pages of a whiteboard presentation.

To display a non-interae® media stream lkvideo or audio, a rec@r needs to



have an adequatplayer for a specific encoding of the medium. If such a player is
present in a systemyery media stream that empkothis encoding can be processed.
This is not true for interastt media streams.oF example, to process the media
stream that is produced by a shared VRMLws®y, it is not suficient for a receider to
have a VRML bravser The recaier will also need the VRML warld on which the
sender acts; otherwise the media stream cannot be interpreted by ter.rBaer/en
if the recever has loaded the correcord into its brevser the VRML world may be
in a state completely dérent from that of the senddtherefore, the recegr mustsyn-
chronizethe state of the local representation of the interactiedium to the state of
the sender before it will be able to interpret the VRML media stream correctly
Generally speaking, it does not ficd to hae a player for an interagé media
type. Additionally the player must be initialized with tleentet of a media stream
before that stream can actually be played. The gbigecomprised of t@ compo-
nents: (1) the efronment of a medium and (2) the current state of the medium. The
ernvironmentrepresents the static description of an intevaathedium that must ini-
tially be loaded into the media play&xamples of erironments are VRML wrlds or
the code of Ja animations. Thstateis the dynamic part of the corteThe ewiron-
ment within a player must be initialized with the current state of the intexacti
medium before the stream can be played. During transmission of the stream, both
sender and recgr must stay synchronized since eaebne refers to a well-defined
state of the medium and cannot be processed if the medium is ferardittate.

4 RTP Profile for Interacti ve Media

In order to be able to delop generic services which base solely on auP Brofile for
interactve media, common aspects of intenaetnedia streams which are not already
handled by RP must be supported by the profile. These aspects can be separated into
two groups: information and mechanisms. Information is needed, so that a generic ser-
vice can analyze the semantics of the applicatieal lesommunication. The informa-
tion provided by the RP profile is: identification of application-layer paticontent,
identification of sub-components and sequence numbers. Mechanisms are needed by a
generic service to takappropriate actions on the medium. The mechanismglptb
within the RTP profile are: announcement of sub-components, requesting state trans-
missions and mapping of sub-component IDs to applicatiei-teames.

The remainder of this section discusses basic concepts of Eher&file for inter-
active from the viev of a generic recording service. A detailed description of the pro-
file can be found in [10].

4.1 Structure of Data Rackets

The model presented in Section 3.2 illustrates that states, delta statesrrdbean
interactve medium must be transmitted in real-times @éfine the structure of data
paclets containing theses basic elements of interactiedia as depicted in Figuze
within our RTP profile; for the general structure of R paclets see [16]. The most
important fields of these pagls are type, sub-component ID and data. The type field is
needed to distinguish the fifent packt types state, delta state anerg defined in



the profile. This is especially important for the recording service, which must be able
to identify the type of content transported in a@rPRbaclet without haing to interpret

the data part of the paek In state and delta state patskthe sub-component ID field
holds the sub-component ID of the state included in the data part of thet.pack
event packts this field identifies the sub-component containing thgétarof an
event. The data field of the pagtkcontains the definition of states, delta states or
events specific to the payload type.

0 1 2 3
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Fig. 2. RTP Packet Structure for States, Delta States and Events

Since setting the state of a sub-component can be costly and mighwawd bk rea-
sonable, state and delta state paskontain a priority (PRI) field. This priority can be
used by the sender of the state to signal its importance. Aetpadtk high priority
should be ramined and applied by all communication peers which are interested in
the specific sub-component. Situations where high priority is recommended are resyn-
chronization after errors or pagtkloss. Basically a state transmission with high prior-
ity forces eery participant to discard its information about the sub-component and
requires the adoption of thewestate. A state transmitted withwigpriority can be
ignored at will by ay participant. This is useful if only a subset of communication
partners is interested in the state. Aaraple of this case is a recorder that periodically
requests the media state in order to insert it into the recording.

4.2 Announcement of Sub-Components

For the implementation of an efficient recording service it is important that the sub-
components present in a session are known. Furthermore it should be possible to dis-
tinguish those sub-components which are currently needed to display the medium.
Those sub-components are calbdive An example for active sub-components are

the currently visible pages of a shared whiteboald:emaining sub-components are



passive(e.g. those shared whiteboard pages which are currently not visible for any
user) Declaring a sub-component aetidoes not grant permission to modifytang

within that sub-component. M@ver, a sub-component must be gated before a ses-

sion participant is allwed to modify (sendwents into) the sub-component. The
knowledge about acte sub-components in a sessionwafioa recording service to
transmit only those sub-components during a playback that are actually visible in the
recevers.

The profile preides a standardizeday to announce the sub-components gf an
application participating in an interagi media session and alls to mark sub-com-
ponents as aete. Active and pasge sub-components are announced by selected par-
ticipants in rgular intenals within RTCP reports.

4.3 Requesting State Tansmissions

In mary cases it is reasonable to let the reexsi decide when the state of sub-compo-
nents should be transmitted. Thus, a rereimust be able to request the state from
other participants in the session.

As the computation of state information may be co#ilg sender must be able to
distinguish between ddrent types of requests. R&eoy after an error gently
requires information on the sub-component state since the requesting party cannot pro-
ceed without it. The state is needed by the vecdd resynchronize with the ongoing
transmission. These requests will be re&dyi rare. In contrast, a recording service
needs the media states to enable random access to the recorded media. It does not
urgently need the stataubwill issue requests frequentlifor this reason, the state
request mechanism supportsfeliént priorities through the priority (PRI) field in the
state query paek. Senders should satisfy requests with high priority (e.g. for late join-
ers) \ery quickly even if this has a mgtive impact on the presentation quality for the
local userRequests with @ priority can be delayed oven ignored, e.g. if the sender
currently has no resources to satisfy them. The sender musalkethat the quality of
the service déred by the requesting application will decrease if requests are ignored.

5 RTP Recording Sewice

An RTP recording service such as the MBone VCR on DemandN4] usually
handles tw network sessions (see Figusg In the first, the recorder participates in
the multicast transmission of th& R media data. Depending on its mode of operation
(recording or playback), it acts as a rgeeior sender tgards the other participants of
the session. A second ne&k session can be used to control the recorder from a
remote client, e.g. using th&'BP [17] protocol. During the recording of affRses-
sion, the recorder rea@s RTP data pacits and writes them to a storageide. Rack-

ets from diferent media streams are stored separat®igen playing back, the
recorder succesaly loads HP paclets of each media stream and computes the time
at which each paek must be sent using the time stamps of thie Readers. The
recorder sends the paatk according to the computed schedule. A detailed description
of the synchronization mechanism implemented in theM¥an be found in [5].
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Fig. 3. Scenario for the Recording of an RTP Session

6 Random Access

In contrast to the traditional media types where random accesg position within a
stream is possible, interagi media streams do not alle@asy random access without
restoring the conté of the stream at the desired access positionetample, jumping
directly to annotations on a whiteboard page only esagense if the right page is
shavn on the screen.olrestore the comté of a recorded stream in a reesj two
operations hae to be performed: First, the w@wmonment has to be loaded into the
recever. The emironment can be prided by the recording service or by a third party
e.g. an HTTP seer. Then the receer must get the state of the intereetmedium at

the desired access position within the recorded stream. Let us come back to our white-
board @ample. If we vant to jump to minute 17 of a recorded teleconferencing session
we must be able to siwathe contents of the page aetiat that time, together with the
annotations made by the spealtf we did not restore the state of the whiteboard, the
page (which might hae been loaded originally at minute 12)wid not be visible.

6.1 Recovering the Media State

The state of an interagé medium can be regered from a recorded media stream.
Note that the generic recorder is not able to interpret the media-specific part 6Pthe R
paclets and thus cannot directly compute the media state and send it to thersecei
But the recorder may re-senxisting RTP paclets that are stored within the recorded
media stream. Thus, it is our goal to compose a sequence of recopacéiets con-
taining states andvents that put a reaar into the desired state. The task a recorder
has to accomplish before starting a playback is to determine the appropriate sequence
of recorded paaks.

In an interactie media application the current state is determined by an initial state



and a sequence ofrents applied to that state. In a discrete interaathiedium the

event sequence is not bound to specific points in time. Thus, the applicatiorvehan e
seguence to an initial state of a discrete interactiedium will alvays result in the

same media state, independent of the speed at which the sequence is applied. In con-
trast, the eent sequence for a continuous intesractmedium is bound to specific
points in time. A sequence ofents that is applied to the state of a continuous interac-
tive medium will lese the system in the correct state only if eagneis applied at a
well-defined instant in time.

This main diference between discrete and continuous interactiedia must be
considered when computing the sequencevehiand state paeks to receer the
media state. In the case of a discrete medium, such a sequence can be computed to
recover the media state atyapoint in a recorded stream. In contrast, the media state of
a continuous medium can only be reexed at points within a recording where a state
is available; &ents cannot be used for state remy because tlyemust be played in
real-time. Therefore, random access to an inteaaontinuous media stream will
usually result in a position near the desired access point. The more often the state is
stored within a stream, the finer is the granularity at which the stream of a continuous
interactve medium can be accessed.

Interactve media applications usually send the media state only upon request by
another application. Thus, the recorder must request the state at periodatintere
requests use avopriority because a delayed or missing response reduces the access
granularity of the stream, which can be tolerated to someee

7 Mechanisms or Playback

The mechanisms presented in this section implement theerycof the media state

from recorded media streams. Both mechanisms can be implemented completely in the
recorder The recaiing applications need not recognize the recorder as a specific
sender nor does the recorder need to interpret media-specific data. All applications
that use a payload based on tfi@Rrofile for interactie media can be recorded, and

will be able to recee data from the recorder

7.1 The Basic Mechanism

This simple mechanism is able to reeo the media state from interagti media
streams which do not utilize multiple sub-components. When starting playback of such
a stream, the best case is if the state is contained in the recorded streactiyathe
position at which the playback is to start. Then playback cgim mediatelyBut in
general, the playback will be requested at a position where no full state is directly
available in the stream.

Let us considerfor example, a recorded media stream that consists of the sequence
Sy containing a state, three successielta {) states and seral eents (see Figuré).
If a user vants to start playback at positigyftom the recording, the state gtust be
reconstructed by the recordér continuous interacte medium does not allodirect
access topthecause the recorder cannot determine the stafsiate there is no state
available at § in the recorded stream. tever, access to positiop4 within the stream



is feasible, becausg4tis the location of a delta state. The complete media stgig at t
can be reconstructed from the state located at positiondithe subsequent delta states
until position j3, which is the position of the last delta state befgrerhe ents
between ¢ and 3 can be ignored, because all modifications to the statgaae t
reflected in the delta states. The pekhat contain states can be sent at the maximum
speed at which the recorder is able to sendgiackf required by the medium, the
internal media clock is part of the media state. Thus, after applying a state, the media
clock of a recaier will reflect the time contained in the state. When the recorder finally
reachesz (and has ser3), fast playback must be stopped, and playbackgatiae
speed must be started. The start of tlyeilee playback may not be delayed because
events must be sent in real-time relatito the last state. This is important since for
continuous interacte media the \@nts are only alid for a specific state that may
change with the passage of time. Altogettiee recorder will play back sequenceg S
shawn in Figure 4.

For discrete interacte media, dst playback ofwents is possible. Therefore, ran-
dom access to positiop¢an be achieed by also sending theents betweernt and },
at full speed. The resulting sequengésSalso shan in Figure 4.

Sequence So (original):

5 5 5
ts tm tm tm t

Sequence S: (continuous interactive media):

4 t
fo to t,

= complete state [mstate O =event

Fig. 4. Playback of a Recorded Sequence of States, Delta States and Events

7.2 Mechanism with Support for Sub-Components

In a more sophisticated mechanism tkistence of sub-components can kpleited
to reduce the amount of data for the remy of the media state. Using sub-compo-
nents, the state of an interaetimedium can be regered selectiely by considering
only those sub-components which are actually required to display the medium in its
current state.

Let us talke a closer look at the shared whiteboatdnaple of Section 6 where we



wanted to access minute 17 of the recording of a teleteaching sesihmutWhe use
of sub-components, the recordeswld hase to recoer the complete media statalid
at minute 17, which comprises all pages displayedus®fit if the shared whiteboard
has dvided its media state intos&ral sub-components (e.g. a whiteboard page per
sub-component) the recorder is able to determine the sub-components thatveua acti
minute 17 and may reger them selectely.

In general, when a recorded stream is accessed, the sevefsatticomponents at
the access position can be determined and their state can beredcd his is stif
cient to display an interaggé medium at the access position.wéeer, it must be
assured, that a reger is enabled to display all subsequent data in the recorded stream.
If the subsequent data contains the revatitin of a passe sub-component (e.g. the
jump to a preious page in the recording of a shared whiteboard session), @erecei
would not hold the state for this sub-component as ymssib-components are not
recovered. Consequentlyhe receiers would not be able to decode data referring to
that sub-component. Thus, the recorder must assure that the state of a sub-component
is present in the recorded stream at position where a pas& sub-component is re-
activated. This can be accomplished at the time of recording if the recorder requests a
state transmission for each sub-component as soon as it geasedctind inserts the
resulting state into the recordingorRdiscrete media streams this scheme can be opti-
mized by not requesting the state of a sub-component if the recorder can reconstruct it
from the recorded stream.

sl . 3 sl
S S
s3 ! ‘ el el el ‘ el €3 s3
Sender 1:  -----e--e---a-
! ‘ ‘ 4 t
ta ts tp

Sender 2:  -----e--eocme e e | |
! ‘ 4 ‘ t
te t
sl
s2
state of sub-component s1 s4] active sub-components are s2, s4
el activate s5

O event referring to s1
deactivate s4

Fig. 5.Playback of a recording containing sub-components. Greyed states and events of the
recorded streams are filtered during the recovery of the state at t

The xample sharn in Figure 5 depicts recorded streams of a continuous interac-
tive medium with tw senders. Sender 1 operated on sub-components 1 and 3, whereas



the recorded stream of sender 2 contains gtadior sub-component 2 and 4 and later
for 2 and 5. If these recorded streams are accessed at pgsitioa tecorder has to
compute the list of sub-components which arevagcit f. In our case these are s1, s2
and s3. br each of these sub-components, the position of the most recent sub-compo-
nent state beforg, must be located in the recorded stream. As a result, the recorder
gets the positions of sub-component stafgsb, ts3 (For the sak of simplicity we
have only considered states; support fostates can be ackix similar to the basic
mechanism.) s1 is the sub-component whose statetiest from g (here §; <tgp <
ts39. Thus the recorder has to start playback at positipand recwers the state s1.
The recorder must continue with the playback becawuset® referring to sl are
located betweenst and f. Notice that we are considering a continuous interacti
medium where allvents must be played in real time. During the playback of the
stream betweentand f, two problems may occur: At firstyents may be located in
the stream which refer to states thatehaot yet been sent. The sending of thesats
must be suppressed because aveceian not interpret them correctly our e<ample,
events concerning s3 and s4 are filtered out. Secptitdye may be sub-component
states in the stream that are not in the set ofeastib-components gf ¢s4 in our
example) and thus are not needed for playback dtterefore the state of s4 (and all
events referring to s4) must also be filtered out.

Summing up, the recorder will start playback at positignsending the state of
sub-component s1 andents referring to s1. All other states andres will be filtered
out. The ngt required state is s2, which will be sent as soon aswshp and, after
that, all subsequenvents referring to s2 will also pass the filfEhe same holds true
for s3. Finally once the recorder has reached positipthe sub-components s1, s2
and s3 will hae been reagered, and mgular playback without anfiltering may start.
After the start of the gular playback, the set of ami sub-components is ergad by
s5. As the state of awly activated sub-component has been inserted into the stream
during the recording, the state of s5 can be sent by the rectindist all receliers are
enabled to interpret upcomingemts referring to s5.

8 Status of the Implementation

Our work on the recording of interaed media streams initially started with the imple-
mentation of a recorder for a shared whiteboard, the digital lecture board (dlb) [3]. The
dib recorder is based on the MBone VCR on Demando®\f4] service which is
capable of recording and playing back multiplePRaudio and video streams. The
MVoD serer assures the synchronization of multiple media streams during playback,
and a Jea user intedice enables the remote control of the recoiee shared white-
board dlb uses a specificTR payload format to transmit the dlb media. The dib
recorder module basicalltends the M@D by implementing the functionality for
random access to recorded dib media streamsachiee random access, the dib
recorder uses a mechanism that is specific to the dlb media stream.

Based on thexperiences from the implementation of the dIb reconderare cur-
rently implementing the recording service for interaetnedia described in this paper
and we are na finishing a ‘ery early alphaersion. Lile the dIb recordethe interac-



tive media recorder is realized as ateasion to the M¥D. Thus, thedsting algo-

rithms for the synchronization of multiple media streams as well as the recording
facilities for audio and video streams can be reused. The implementation of the mech-
anisms for random access albthe presence of discrete and continuous intgeacti
media streams as well as audio and video streams within the same recording.

9 Conclusion

We hare presented a generic recording service for the class of interantidia with
real-time characteristics. Examples of such media are shared whiteboards, multi-user
VRML worlds and distribted Jaa applications. In analogy toTR video and audio
recorders, we ha& developed a generic recording service that is based off BrpRo-

file for the interactie media class. The profile v@rs the common aspects of this
media class. Whave presented the basic ideas of tié&Rrofile, pointing out the fea-

tures that enable the recording and playback of inteeaniedia rgardless of a spe-

cific media encoding.

We hare described thedy concepts of the generic recording service. An important
aspect of this recording service is that it enables random access to recorded streams.
The media cont¢ of a recording is restored before playback is startegl.hd/fe
shaved that the coni of a medium can be regered relying only on the™® profile
and we hee presented ta recovery mechanisms. @ are currently finishing the
implementation of a first prototype of the described interactiedia recording ser-
vice.

In future work we will implement the RP payload-type specific functionality for
distributed Jaa animations and multi-user VRML. Our recording service will then be
tested andalidated with those media types. Furthermore, we arking on a second
generic service that will implement a late join algorithm. During the implementation
and testing of the RP profile, the payload types and the generic servicesypeeeto
get enough feedback for a full specification of the profile and the payload types. W
intend to publish those specifications as Internet drafts.
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