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Abstract
In this paper we present RTP/I, an application-layer protocol for the transmission of interactive
media with real-time characteristics, i.e. media involving user interaction. By identifying and
supporting the common aspects of interactive media RTP/I allows the development of generic
servicesfordistributed, collaborative workinvolving the transmission of interactive media. Derived
from the experience gained with audio and video transmission using the Real-Time Transport
Protocol (RTP), RTP/I is defined as a new RTP profile for interactive media.

1. Intr oduction

The derelopment of application-layer protocols for the real-time digtidim of audio and video has been a focus of research for
several years. Most notable is the success of the Res-Transport Protocol (RP) [12]. RTP is a protocol that must be
tailored to the specific needs offdifent media and media classes. It is therefore accompanied by documents describing the
specific encoding of diérent media types within theTR framevork. The current documents focus mainly on the encoding

of various audio and video formats [11]. While these tvasic media classes can be considered the most common ones,
there aist several others which areagning importance rapidly

This paper presen®&TP/I, an application-layer protocol for the transmission of interactive media with real-time charagteristics
i.e. media imolving user interaction. Examples of interaetimedia are: shared whiteboard applications [1], multiuser
VRML models [14] and distrilted Jaa animations [5]. Existing approaches to define application-layer protocols for the
distribution of this media class are mostly proprietary [1]. Thisgmés interoperability as well as sharing of common tools
while requiring re-implementation of similar functionality for each protocol.

In order to establish a common foundation, we propose a genBPah&sed, application-layer protocol profile for the distrib
tion of interactve media with real-time characteristicarfa certain medium the profile can be instantiated byigtirg
medium-specific information, reusing the infrastructure set upl®/add the profile. The profile itself captures the common
aspects of the interaed media class, enabling the reusexigteng code and tools.

A classification of diierent media types and important properties of the intgeactedia class are introduced in Sectiao.T
Section Three a®rs the common requirements for applicatiorel@rotocols supporting this media class. TA@Rrofile -
RTP/I - is presented in Sectioo@. Section Rre gives a brief werview of a generic recording service for interaetmedia.
Section Six concludes this paper with a summary and an outlook.

2. Interacti ve Media

In order to define the scope of ouonk, we separate media types by means ofduiteria. The first criterion distinguishes
whether the medium @liscreteor continuous. The characteristic afiacrete mediuris that its state is independent of the pas-

sage of time. Examples of discrete media are still images or digital whiteboard presentations. While discrete media may chang
their state, thedo so only in response tgternal &ents, such as a userwaiag on a digital whiteboard. The state @iamtinu-

1 This work is sponsored by the Siemens Telecollaboration Center, Saarbriicken, by the DFN (Deutsches Forschungsnetz), and by the BMBF
(Bundesministerium fur Forschung und Technologie).



ous mediurrhowever, depends on the passage of time and can change without the occurreteraalf@ents. \ideo and ani-
mations belong to the class of continuous media. The second criterion distinguishes betweewdrdaathntn-interacte
media.Non-interactive mediahange their state only in response to the passage of time and do nobdenesgteents. ¥pi-
cal representations of non-interaetimedia are video, audio and imadateractive mediare characterized by thact that
their state can be changed byeznal @ents such as user interactions. Whiteboard presentations and imeaattiations rep-
resent interacte media. Figuré depicts hw the criteria characterize thfent media types.
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Figure 1. Examples of Media Types

A medium which is neither interaeé nor continuous does not require support of a real-time transport protocol and is therefore
not further discussed here. Media types that are non-interactil continuous ke already beenvesticated to a lage etent.
Several RTP payload types a been defined for dérent encodings of video and audio.

In contrast, proprietary protocols are used by almost all applications for theutlistribf, and cooperation with, interasi
(continuous, as well as discrete) media. The usage of proprietary protocols prohibitslty@dent of generalized services for
important aspects such as recording or late-joinveder, general services kkthese wuld be within reach if all interasg
media where required to makertain assertions about the protocof tiee. It is the aim of R/l to define these required asser-
tions, in order to deslop a general frameork for interactve media.

2.1. Model for Interacti ve Media

An interactive mediuns a medium that is well defined by its current stateyapaimt in time. [Br example at a gien point in
time the medium Ja animation is defined by the internal state of thra gaogram that is implementing the animation. The
stateof an interactie medium can change fordweasons, either by passage of time oeugnts The state of an interaeti
medium between twsuccesse events is fully deterministic and depends only on the passage of timsta#a change which

is not a fully deterministic function of time is caused by\ame A typical @ample of aneent is the interaction of a user with
the medium. Anxxample of a state change caused by the passage of time might be the animation of anvabgeatmes the
screen. As will be slwn later states andvents play an important role in the transmission of interaatiedia and constitute the
main part of an interas® media stream.

In order to preide for a fl&ible and scalable handling of state information, it is often desirable to partition an imteracti
medium into seeral sub-componentdn addition to breaking an the complete state of an interaetmedium into more
manageable parts, such partitioning\al@articipants of a session to track only the states of those sub-componeats the
actually interested in. Examples of sub-components are VRML objects (a house, @oar), or the pages of a whiteboard
presentation. Eants hae atarget sub-component which theaffect. Other sub-components than thgeaare not éécted

by an eent.

In cases where a comglsub-component state of an interaetmedium is transmitted frequently by an application, it is
necessary to be able to send only those parts thatdi@nged since the last state transmissiancdll a state which con-
tains only the state changes thatéhaccurred since the last transmitted stadelta state. A delta state can only be inter-



preted if the preceding full state and interim delta states arevalitabde (see Figurg). The main adantages of delta states
are their smaller size and thatyhean be calculatecéter than full states.
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Figure 2. Decoding of Delta States

To display a non-interaet media stream lkvideo or audio, a recar needs to ha an adequagdayerfor a specific encoding

of the medium. If such a player is present in a systeenyenedia stream that emgbothis encoding can be processed. This is
not true of interactie media streamsoFexample, to process the media stream that is produced by a shared VRgEhtds

not suficient for a receier to hae a VRML bravser The receier will also need the VRML wrld on which the sender acts;
otherwise the media stream will not be able to be interpreted by theareBet even if the receder has loaded the correabiid

into its bravser the VRML world may be in a state completelyfdiient from that of the sendétherefore, the receer must
synchronize the state of the local representation of the interae&dium with the state of the sender before it will be able to
interpret the VRML media stream correctly

Generally speaking, it is not $igfent to hae a player for an interagé media type. Additionally the player must be initialized

with thecontect of a media stream before the stream actually can be played. Thd oedenprised of twcomponents: (1) the
ervironment of a medium and (2) the current state of the mediunenMi@nmentepresents the static description of an inter-
active medium that must initially be loaded into the media pldgamples of erironments are VRML wrlds or the code of

Java animations. Thstateis the dynamic part of the corteThe emironment within a player must be initialized with the cur-

rent state of the interagé medium before the stream can be played. During transmission of the stream, both senderemd recei
must stay synchronized since eaebrd refers to a well-defined state of the medium and cannot be processed if the mediumisin
adifferent state. Synchronization can be realizeddbipus means ranging from reliable transmission withge lexorder biffer

to unreliable transmission combined with frequent insertions of state information into the media stream.

It can be devied from our gplanation that there are four elementgimed in transmitting and playing interactimedia
streams: the playgthe enironment, states (delta as well agukar) and eents. The first te elements do not need real-time
transmission and therefore do nall fvithin the scope of this erk. We merely assume that thare present for all senders
and receiers of interactie media streams. Colleatly we call these tawelements thapplication Events and states, Wwe
ever, are the basis of the actual intereetimedia stream. The folldng section will discuss the requirements for a protocol
for transporting this kind of data.

3. Protocol Requirements

A general protocol for interagg media must meetweral requirements degd from the nature of the medium, the applications
presenting it, and the general services interacting with the media stream. The first and most important requirement is the real
time capability of the protocol. Axplained in Sectionwliio, states ands/ents of an interaate medium are generally onlghd

at a specific point in time. The protocol must therefore be ableveyctiming information. Furthermore, rewers of an inter-

active media stream should be able to inform the sender about the transmission quality of the stresinTreisdancludes loss

rates, latencand jitter The information allvs the sender to react to quality changes in the underlyingrietvg. use aary-

ing amount of fonard error correction redundanar change the data rate. Both aspects, real-time capability and quality feed-
back, are supplied by the Reafrie Transport Protocol (RP) in combination with the R Control Protocol (RCP). RTP is

therefore used as the basis for our general inteeactedia frameork.



RTP is a protocol which as left incomplete on purpose so that it can be tailored to the specific neetiyeftinedia. This
process of adaptation can be done io $teps. The first step is to define dPRorofile. A profile defines the common aspects
of several related media. The second step is to specify in detgibhgingle medium is transported using the patgpes
defined by RP. This specification is called a payload type definitiamtlowing this approach, we defind R/l as an RP pro-
file, while each indiidual interactte medium is specified as a payload type within the profile.

In order to be able to delop meaningful generic service which base solely on the profile and not on specific payload type defi-
nitions, RTP/I needs to identify and support the common aspects of interantidia streams which are not already handled by
RTP. These aspects can be separatedargiwups: information and mechanisms. Information is needed, so that a generic ser-
vice can analyze the semantics of the applicatiegl Eommunication. Mechanisms are needed, so that a generic service can

take appropriate actions.

In detail the required information is:

Identification of application-layer packet content For generic services it is important to be able to identify the type of
content transported in an application-layer packet. The profile should specify an identification mechanism for the different
packet types common to all interactive media (e.g. event, state and delta-state packets).

Identification of sub-component A sub-component ID should identify the sub-component of a state or a delta-state. For
events, the sub-component ID of the target is needed.

Sequence numbersSequence numbers on a per sub-component level are needed, so that packet loss can be attributed nc
only to a sender, but also to a sub-component.

It is important to notice that this information is needed for each datetpseht by the application. The information should
therefore be included in a profile header fwilg the standard FP headerThe mechanisms, tvever, should be realized
as additional RCP packts. In detail these mechanisms are:

4.

Announcement of sub-componentd=or many generic services itis important that the sub-components presentin a session
are known. The profile should therefore provide a standardized way for session participants to announce the sub-component
they are currently keeping. Furthermore this mechanism should make it possible to identify those sub-components which are
currently needed to display the medium to any one participant. Those sub-components aaetiva|dah example for

active sub-components are the currently visible pages of ashared whiteboard. Allremaining sub-compueesivgarg.

those pages which are currently not visible for any user).

Requesting state transmissionThere should be a standardized way to request the transmission of the state of a certain
sub-component. With this mechanism generic services like late-join and recording can request the transmission of state
information without any payload specific information.

Mapping aub-component IDs to application-level namesTypically the sub-component ID will not carry sufficient
information for the application to decide whether it is interested in the sub-component or not. Therefore it is necessary to
have a mechanism which maps sub-component IDs to application-level names. These names can carry further
information like, for example, the page number of a shared whiteboard page, or the spatial position of a 3D object in a
shared 3D environment. It is important to note that application level naming is not within the scope of RTP/l. RTP/I
should merely provide a mapping mechanism from sub-component IDs to sub-component application level names, while
the naming itself is done via other means (e. g. as described in [10]).

RTP Profile for Interacti ve Media

4.1. Data Packet

In order to comply with the requirements in Section 3 most of the data for intenatdia is carried inFP/I data paodts.
Essentially the RP/I data packt is an RP paclet with an additional headet is structured as depicted in Figi&eThe

most important fields in these patk are type, sub-component ID, sub-component sequence namteatata. The type

field is needed to distinguish betweemms, states, and delta-states. In state and delta stagtspédeksub-component ID

field is used to hold the sub-component ID of the state included in the data part of ttelpag&nt packts this field iden-

tifies the sub-component in which the gat” of an eent is located. A separate sub-component sequence number is present
in RTP/I data pacsts. Based on this information the reees can ignore paekloss or request the repair of appropriate sub-
components. The data field of the petc&ontains the definition of states, delta-statevemts as specified by the payload

type.



In addition to the four basic fields, the profile also defines the meaning of three other fields TWHipaRoads should try to

fit each gent, state and delta-state application data unit (ADU) into one transpaet,ghtkmight not alays be possible df

cases where fragmentation is required, the start (S) bit identifies the start of an application data unit, whilert(le niéirk
signals its end. Since setting the state of a sub-component can be costly and miglaysdi@reasonable, a priority (PRI)
field is present in state and delta-state pecKThis priority can be used by the sender of the state to signal its importance. A
paclet with high priority should bexamined and applied by all communication peers which are interested in the specific sub-
component. Situations where high priority is recommended are re-synchronization after errorstdopsdBasically a state
transmission with high priority forcesery participant to discard its information about the sub-component and requires the
adoption of the ng state. A state transmitted withwigriority can be ignored at will by suparticipant. This is useful if only a
subset of communication partners is interested in the stat&afpée of this case are late joins where only applications joining
the session might be interested in certain state transmissions.
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Figure 3. RTP/I Data Packet
4.2. Sub-Components List Ricket

As requested in Section 3 the profileypdes a standardizeday to announce the sub-components of an inteeactedia ses-

sion. Similar to the basicTRCP a report intelad is calculated based on theecall number of sub-components present in a ses-

sion. The report inteal increases with the number of sub-components, so thaddmount of bandwidth is used for sub-
component announcement&rkeach report inteal every participant checks whetheryasub-component that ieleps has

not been reported in the current report ireknill unreported sub-components are then reported by the application. The first
check of an participant is made at a random time within the first reportahteovas towaid that multiple participants send

a report at the same time. This algorithm is both scalable - in most cases each sub-component is reported only once, indepe
dent of the number of participants - andusth

A report for a sub-component includes its current statusieagctipassie. The actie sub-components of an application at
ary point in time are those sub-components which are required by the application to present theénteedalim at that
specific time. It is important to note that declaring a sub-componewng¢ aites not grant permission to modifyyéuing
within that sub-component. It is perfectly reasonable for an application vatacteeral sub-components just to indicate
that these are needed for the local presentation of the mediumevéioa sub-component must be gated by a session
participant before that participant is alied to modify (sendwents into) the sub-component. If a sub-component has been
reported as pas& by a remote application and that same sub-componentvs fmtithe local application, the local appli-
cation will report that sub-component as&tiThis could result in tavreports being sent for a single sub-component in a
single report interal. Hovever, this situation will not last, since thexteéime the remote application checks for sub-compo-
nent reports, it will see the agi report and will count that sub-component as reported for the reporaintarerder to
allow for sub-component ID to applicationsed name mapping, the applicationdé names of sub-components are
included in the report in gaillar intenals.

Announcement of sub-components is made by means of the sub-componentsdis{gesckigurd). The sub-component
list paclet consists of a one bytd R/l header with thearsion number (1V), follwed by a list of sub-component stati which
in turn is follaved by a list of sub-component IDsorFeach sub-component the get{(A) bit in the list of stati is set if the



sub-component is agd for the sendeilhe description bit (D) is set if the sub-component isadl by its application el
name in this sub-components list peck
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Figure 4. Sub-Components List RTCP Packet
4.3. State Query Racket

In mary cases itis reasonable to let the reees decide when the state of sub-components should be transnoittiais Feason
arecever must be able to request the state from other participants in the sesionhé/profile this mechanismis realized by
means of a specialTRP packt calledstate queryThis packt is depicted in Figurg. In order to address the requested
states, a list of sub-component IDs is present.

As the computation of state information may be cos$tlg sender must be able to distinguish betwedaerelft types of
requests. Reaery after an error gently requires information on the sub-component state. These requests will belyelati

rare. In contrast to this, a recorder does need the media states to enable random access for the recorded media. It does |
urgently need the stateitwill issue requests frequenthor this reason, the state request mechanism suppdetredtifpriori-

ties through the priority (PRI) field in the state query padRecaiers of the state query paatlshould satisfy requests with high

priority (e.g. for late joiners)ary quickly Requests with l@ priority can be delayed oven ignored, e.g. if the sender currently

has no resources to satisfy them. Regrsi of a state query paatkmust beaare that the quality of the servicdeyed by the
requesting application will decrease if requests are ignored. In a scenario where multiple participantsregheesane

request (e.g. multicast transport), the application needs te sua& that no reply-implosion occurs.
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Figure 5. State Query RTCP Packet
5. The Recording Sevice

With the graving number of real-time transmissions on the Internet, the need arose to record some of the transmissions. Mean-
while a number of RP recorders»ast (e.g. the MBone VCR [4]) accomplishing this task at least for video and audio
streams. These recorders store media streamstpazkin RP. The major adantage of this approach is that the mecha-
nisms implemented in a recorder carnldbupon R'P and do not depend on a specific media encoding. Due to the lack of a
common frameork for interactve media, recorders for that cgdey eist only for specific applications. Examples of
recorders for shared whiteboards are the MASH media board recorder [13] and the recorder for the digital lecture board [2]



[1]. But since there are mgrypes of interactie media, it is adantageous to implement the mechanisms needed for the
recording of interactie media streams in a more geneaghion. Vith a general franveork for interactve media streams, all
transmissions that usél'R/I can be recorded.

5.1. Random Access to Interacire Media Streams

When operating in recording mode, afiFfR recorder recees R P/l paclets (which basically contain states weets) and

writes them to a storagevdee. The more often the media state is namband stored within the stream, the finer is the granular-

ity with which the stream can be accessed at playback time (s&g.Hateractve media applications usually send the media

state upon request by another application. Thus, the recorder must request the state at peraidicTinéarequests use avlo

priority because a delayed or missing response reduces only the access granularity of the stream, which can be tolerated to sor
degree.

In contrast to the traditional media types where random accesg pwsition within a stream is possible intereetmedia
streams do not aleeasy random access without restoring the aboféhe stream at the desired access positmredtore the
contet of a recorded stream in a reeaj two operations he to be performed: first, thewdronment has to be loaded into the
recever. Then the receer needs the state of the interaetmedium at the access position within the stream.

This state can be reeered from the recorded media stream. Notice that the recorder is not able to interpret the media-specific
part of the RP paclets and therefore cannot directly compute the state and send it to theree@it the recorder may send

RTP paclets which are stored within the recorded media stream. Thus, if the recorder can compose a sequence of Recorded R
paclets containing states anebats that put a reaadr into the desired state, the state of an inteantedia stream at an access
position can be reconstructed. The task a recorder has to accomplish before starting a playback is to determine the sequence
recorded paaits that will put the recetrs into the state that is required for the access at the desired position. After this initial-
ization, the recorder switches tgugar playback mode and sequentially reads the recoifiegp&lets from its storage diee

and sends them to the multicast group.

A detailed description of mechanisms that enable theeegof the state of an interagimedium out of a recorded stream can
be found in [3].

6. Conclusion and Outlook

In this paper we presented a first gyraf RTP/I, an application kel protocol for the transmission iofteractive mediawith
real-time characteristics. The most important aspect of Ti#slitised frameork is the introduction of a protocol profile which
captures the common attuites of the distribted interactie media class. In particular we identified common requirements of
interactve media, e.g. the necessity for the transmission of state informatiovesntsl 8ased on these common requirements
we defined the structure of the profile so that it fulfills the specific needs of intenaetilia.

Relying on the profile it is possible tovddop media-independent, generic services. As a proof of concept, one of those services
- recording and playback of interagimedia streams -as briefly summarized within thisork. A more detailedersion of this

paper can be found in [9]. In addition to the recording service we are currerglgplag a generalized late-join algorithm

and sub-component based encryption foPR

There are a number of items we will berking on in the near future:

» The development of a sample implementation of the proposed profile.

» Based on the sample implementation the payload type-specific functionality for distributed interactive Java animations
[6], multi-user VRML [7] [8] and a shared whiteboards [1] will be realized.

» We are working on three generic services for interactive media: late join, recording of sessions and sub-component base«
encryption. All three services will be tested with the Java animation, the VRML payload and our shared whiteboard.

During the implementation and testing of the sample libtheypayload types and the generic servicesqpect to get enough
feedback for a full specification of the profile and the payload typesmand to publish those specifications as Internet drafts.
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