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Abstract

This paper presents the ongoing design and evaluation
of an audio-haptic drawing program that allows visually
impaired users to create and access graphical images.
The application is developed in close collaboration with
a user reference group of five blind/low vision school
children. The objective of the application is twofold. It
is used as a research vehicle to investigate user
interaction techniques and do basic research on
navigation strategies and help tools, including e.g.
sound fields, shape creation tools and beacons with
pulling forces in the context of drawing. In the progress
of the development, the preferred features have been
implemented as standard tools in the application. The
final aim of the application in its current form is to aid
school work in different subjects, and part of the
application development is also to create tasks relevant
in a school setting.
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H5.2 [Information interfaces and presentation (e.g.,
HCI)]: User Interfaces -- Auditory (non-speech)
feedback, Haptic 1/0, User-centered design

H.5.3 [Information interfaces and presentation (e.g.,
HCI)]: Group and Organization Interfaces — Computer
Supported Cooperative Work

Introduction

Getting access to 2D graphics is still a large problem for
users that are severely visually impaired. Using a haptic
display in combination with audio feedback is one way
to enable access. General guidelines to create and
develop haptic applications and models are collected in
[1]. Applications making practical use of non-spoken
audio and force-feedback haptics for visually impaired
people are e.g. applications supporting mathematical
display [2], [3] & [4], games [5-7] and audio-haptic
maps [5;8]. As described in [9] and [10], there are
indeed people who are blind who have an interest in
hand drawing. In [11], a CAD application is presented
that enables users to create drawings with the help of
audio and keyboard. In [12], a study on a haptic
drawing and painting program is presented.

Iterative design process

User-centered design is a design philosophy that
focuses on the end users needs and wishes for a
products functionality [13]. This is motivated by that
fact that it is very hard for designers to foresee the
needs and wishes of others, and is especially important
when the end users are people with impairments.

In the current work our target group involves children
with visual impairments. This presents special problems
since the number of available users is quite limited
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(making the group both small and diverse) but also
since theses users are children which, among other
things, makes it hard to do more extensive or “dull”
tests.

To deal with these problems we have used an adapted
user centered approach. User involvement has been
achieved through a reference group where we have had
discussions and performed qualitative and explorative
tests. This process has been complemented by more
formal tests of basic functionality by a larger group of
sighted users. This way we avoid subjecting the limited
group of end users to too many tests and also avoid
putting them in front of uncomfortably dysfunctional
applications, by performing tests to evaluate basic
functionalities with blindfolded sighted users. The above
described approach was based on the assumption that
for more basic functionalities we expect reasonably
similar results for blind and blindfolded sighted
participants. It should be noted that for more complex
tasks and realistic situations this is not generally true,
and in these cases we will always need to involve the
real end users.

Initial user requirements

At the start of the project we performed an initial round
of interviews with 10 blind persons (ages ranging from
10 to 66). The answers suggested several application
areas that could be of interest: images, arts & drawing,
maps and geographical data, mathematics (including
tables, graphs, geometry, and statistics), physics (rigid
bodies, electricity, magnetism, waves, quantum
mechanics etc), chemistry, games & gymnastics and
following what happens on the blackboard.
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Since we were targeting an application that could be
made useful over a range of years and that was
available through a stationary computer we decided to
start working on a simple drawing program which could
cover some basic aspects of most of the application
areas above (except games and gymnastics). This
choice was also discussed with and approved by our
reference group.

Current status of application

The Reachin 4.1 API software has been used to develop
the haptic part of the application, along with FMod Ex
4.04.30 for non-speech sound and Microsoft SAPI 5.1
for speech synthesis. A PHANToM device is used for
haptic feedback and control, and a mouse can be used
for non-haptic control of the program.

Figure 1 Two pupils collaborating in using the drawing
application.

The virtual environment consists of a virtual sheet of
paper. The PHANTOM user draws by pressing the switch
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when in contact with the paper. The mouse user draws
while pressing the left mouse button. The haptic image
is produced as positive or negative relief. The drawing
is presented on the screen as a grayscale image — a
positive relief is seen as black, and a negative relief is
seen as white. The paper color is grey. The PHANToM
user can feel the lines while drawing. Each line is
attached with a number and text tag which is spoken
by the application each time a user selects an object by
touching it with the PHANToM pen or hovering over it
with the mouse cursor. Objects can be manipulated in
the different ways; moving, resizing, copying, pasting
and deleting. Additionally, text tags for the shapes can
be changed, and shapes can be transformed into
straight lines, rectangles or circles. The manipulation
tools are fitted with feedback sounds designed to
resemble a real world manipulation of similar nature.
E.g. the copy function sound effect is a camera click.

The mouse user can guide the PHANToM user by a
pulling force that drags the PHANToM pen tip to the
mouse cursor position. It is also possible to place
beacons at specific points in the environment. The user
can later return to these beacons by activating a pulling
force.

There is the possibility to turn on a sound field to aid
localization. When in contact with the virtual drawing
paper the volume is louder, and when the user is
drawing the tone is changed to a saw-tooth wave.
Vertical position is mapped to the pitch of the tone,
while horizontal position is mapped to the pan of the
sound source.

A png import and export function is available. The files
imported must be grayscale and 256*256 pixels.
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User evaluations

The application has been tested at five different
occasions by a reference group of five school children,
aged 10 to 16. Two of the participants are blind from
birth, and three participants have various forms of low
vision. All of them read Braille and are integrated in
normal schools in southern Sweden.

2 separate studies with sighted participants have also
been conducted. The first investigated the usability of
the sound field feedback and the relief preference. 11
adults (aged 25 — 72) participated. The second was to
test force beacons and force design. 14 participants
aged 10-73 performed this test.

Qualitative evaluations with reference group

The reference group has visited the lab and used the
drawing program at informal meetings, followed by
discussion. During the first three occasions, drawing
was tested with and without audio feedback, with
positive and negative relief and with program
interaction by virtual haptic buttons and keyboard
commands.

At the fourth meeting, the shape drawing tools were
used. All three users were first introduced to the tools
and how to use them and then guided to complete a
specific task — drawing a house.

The fifth meeting introduced the collaborative version
of the application. The accompanying persons used the
mouse and the visually impaired pupils used the
PHANTOM. Aside from some general experimentation
with the application, the users were asked to solve 2
tasks of school work nature. Both tasks were focused
on exploring, marking and text-tagging in prepared
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drawings (one on finding right angles in a figure, and
the other on marking points of interest in a map).

Formal pilot studies with sighted persons

The first formal pilot study included image recognition
tasks, and to find out how different images, sound/no
sound and positive/negative relief influenced the
recognition performance. A pair of headphones was
used when sound field feedback was available.

The second test concerned the design of the dragging
forces used to return to specific points in a drawing (so
called beacons). Although beacons have been tested
before [14] the actual design of the force has not been
systematically investigated. We tested six different
types of radial dependencies: two roughly constant
forces (constant, tanh(r)), two forces that increased
towards the target (1/r, 1/sqgrt(r)) and two forces that
decreased towards the target (r, sqrt(r)). Forces that
did not tend to zero at small distances had a short
linear part for very small distances. This linear part was
attached so that the force function was continuous
throughout the whole space.

The PHANToM Premium was used for both tests.

Results

In [15], detailed results on the first three qualitative
evaluations and the first formal test are described. Here
we present the results for the drawing tool test and the
collaborative test involving the reference group, and
the beacon test with sighted participants.

Drawing tool test
All users completed the test with no apparent problems
other than remembering commands. The tools worked
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as expected, and the users managed to draw houses
(figure 2) but it was commented on the problem to find
the corner of the house and connect the roof to it. All
participants also appreciated the audio feedback for the
manipulation tools. They found the application
noticeably more interesting than in previous meetings.
At the particular test session, no tools for the creating
of straight lines was implemented, but it was asked for
and therefore realized shortly afterwards. More tools
were also asked for, e.g. tools for making triangles or
stars.

_OO O O

Figure 2 House drawings from the two participants in the user
trials. The houses on the right looks as intended from the
instructions given. The colored rectangles in the drawings
indicate the object currently selected.

Collaborative test

The results of the fifth test with the collaborative
environment were very diverse, although all pairs of
users can be said to have succeeded in solving the
tasks at hand. In most pairs, the visually impaired user
was the one that marked out the points on the map and
the angles in the figure. However, there is the issue of
speed — it is simply much faster to obtain an overview
of the scene visually compared to using the PHANToM.
Thus, the sighted participant guided the other user in
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all pairs — sometimes verbally, and sometimes with the
dragging force. Especially one user, who, despite
continuous test sessions with the PHANToM had not
learned to use it efficiently, was guided with the force
by a parent. This actually made the child understand
better how to move with the PHANToOM in order to get
good feedback. In the pairs with children and parents
together (3 of the pairs), the sighted parent was the
one who lead the work and prompted the child to do
things. One pair was a child (12 yrs) and a friend of the
same age, and in this case the lead was not so clearly
taken by the sighted pupil.

Results from formal beacon experiment

For the type of tasks studied, users preferred forces
that did not interfere too much with exploration. Also,
depending on the task, some short distance snap-to-
point behavior was seen to be useful. The favorite force
dependencies were constant, tanh(r) and 1/sqrt(r). The
1/r was thought to be too weak far away and too
strong at close distance while the opposite was true for
the linear force (too strong far away and too weak at
short distances). An interesting observation is that the
beacon force can be quite strong towards the end of a
movement compared to what is tolerated initially.

Conclusion

The design process used has provided us with an
increased understanding of how to design a working
haptic-audio drawing application to be used by blind
and sighted school children in collaboration. This
application will be tested in schools with tasks of
school-work nature during the spring of 2007.

2631



CHI 2007 » Work-in-Progress

Acknowledgements

We are especially grateful for the participation of the
reference group with children and accompanying
persons. We also like to thank Steve Wall and Johan
Kildal for discussions concerning the beacon design as

[1] Sjostrom, Calle, "Non-Visual Haptic Interaction Design
- Guidelines and Applications.” Ph D Dept. for Design
Sciences, Lund University, Faculty of Engineering, 2002.

[2] Yu, W. and Brewster, S. A. Comparing Two Haptic
Interfaces for Multimodal Graph Rendering. 2002. Florida,
USA.

[3] Yu, W., Kangas, K., and Brewster, S., "Web-based
haptic applications for blind people to create virtual
graphs,” Haptic Interfaces for Virtual Environment and
Teleoperator Systems, 2003.HAPTICS
2003.Proceedings.11th Symposium on, pp. 318-325, 2003.

[4] Bussell, L. Touch Tiles: Elementary Geometry Software with a
Haptic and Auditory Interface for Visually Impaired Children. 512-
515. 2006. 2003.

[5] Iglesias, R., Casado, S., Gutierrez, T., Barbero, J. 1.,
Avizzano, C. A., Marcheschi, S., and Bergamasco, M.,
"Computer graphics access for blind people through a
haptic and audio virtual environment," Haptic, Audio and
Visual Environments and Their Applications, 2004.HAVE
2004.Proceedings.The 3rd IEEE International Workshop on,
pp. 13-18, 2004.

[6] Magnusson, C., Rassmus-Grohn, K., Sjéstréom, C., and
Danielsson, H. Navigation and Recognition in Complex
Haptic Virtual Environments - Reports from an Extensive
Study with Blind Users. Wall, S. A., Riedel, B., Crossan, A.,
and McGee, M. R. 2002. Edinburgh, UK.

April 28-May 3, 2007 « San Jose, CA, USA

well as all our test users. This work is funded by the
EU/ IST elnclusion projects MICOLE (IST-2003-511592
STP) and ENACTIVE (1ST-2002-002114).

[71 Magnusson, C. and Rassmus-Grohn, K. Audio haptic
tools for navigation in non visual environments. 2005. 11-
17-0050.

[8] Magnusson, C. and Rassmus-Grohn, K., "A Virtual
Traffic Environment for People with Visual Impairments,”
Visual Impairment Research, vol. 7, no. 1, pp. 1-12, 2005.

[9] Kennedy, J. M., Drawing and the Blind - Pictures to
Touch New Haven and London: Yale University Press,
1993.

[10] Art Beyond Sight Art Education for the Blind, Inc. and
AFB Press, 2003.

[11] Kamel, Hesham M., “"The Integrated Communication 2
Draw (IC2D)." Ph D Electrical Engineering and Computer
Sciences Department, University of California, 2003.

[12] Hansson, Christine, "Haptic Drawing Program." Master
Design Sciences, Lund University, Faculty of Engineering,
2003.

[13] Gould, J. D. and Lewis, C., "Designing for usability:
key principles and what designers think," Communications
of the ACM, vol. 28, no. 3, pp. 300-311, 1985.

[14] Wwall, S. and Brewster, S. Providing External Memory
Aids in Haptic Visualisations for Blind Computer Users, In
Proceedings of International Conference Series on
Disability. 157-164. 2004. Virtual Reality and Associated
Technologies (ICDVRAT).

[15] Rassmus-Grohn, K., Magnusson, C., and Eftring, H.
User evaluations of a virtual haptic-audio line drawing
prototype. McGookin, D and Brewster, S. 8-31-2006.

2632





