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Abstract - Haptic texturing allows for small scale surface features to --| |
be represented in haptic rendering applications. Medical, entertain-
ment, multimedia, and e-commerce applications all stand to benefit
from the display of realistic haptic textures. Therefore, acquiring tex-
turefrom real-world objects is ofparticular importancefor the realis-
tic modeling of objects in virtual environment and other hapto-visual
applications. In previous work, we presented a cost-effective system
for acquiring haptic surface properties (texture and compliance) us-
ing a mobile touch probe and visual tracker In this paper, we discuss
how textures generated by our system may be registered with object
geometry and integrated as part of the standard 3D model acquisition
pipeline.
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I. INTRODUCTION
Fig. 1. Texture scanning with the WHaT probe

Haptic textures [1] can play a similar role to textures in
graphics by bridging the gap between geometry and microscale cwith a 3D geometry We use an ICP-based algorithm to register
point contacts. It has been shown that material details have a scanning trajectories with object geometry and we introduce apoin cotact. Ihasbee shwn tat ateral etais hve

novel technique for assigning texture coordinate values whichsignificant effect on the object identification [2], indicating that n e ue fo texture coorinte valescwic
the realism of textured virtual objects is increased. Many ap- may be use texo
plication areas of haptic technology can profit from haptic tex- from our system.
tures including medicine (tele-remote surgery, surgical simula- A. System Overview
tion), entertainment (video games, 3D painting and sculpting, The diagram in Figure 2 shows a flowchart for scanning
haptic multimedia playback), engineering design (augmented haptic textures using our system. It illustrates the stages for
CAD, virtual product assembly), and e-commerce. The hap- generating a textured 3D object from raw sensor data. Dur-
tic texture models used by some of these applications, e.g., ing acquisition, data is collected from sensors and stored for
medicine, should accurately purvey tactile and kinesthetic in- off-line processing. This stage also includes some on-line pro-
formation to the user. Even in the video game industry there cessing to remove noise and other errors from the sensor pro-
is a trend to couple highly detailed physical models with novel files. In the signal processing and filtering stage, sensor data
human-computer interfaces. Haptic textures and other tactile obtained in the first step is conditioned in order to increase the
cues help to increase the realism of the game simulation, and quality of textures produced by our system. In the final stage,
thus increase the overall entertainment value of the game [3]. texture synthesis, we generate surface profiles and compliance

Estimation of physical properties based on real-world inter- estimates from filtered sensor data, and register a texture scan
action behaviour can be difficult and cumbersome. In [4] we with the object geometry.
introduced a system for scanning and synthesizing haptic tex- At the heart of our system is a tactile probe called the
tures based on sensor data acquired by a tactile probe and a vi- WHaT [6] which senses the small-scale motion and contact
sual tracker (see Figure 1). We implied that textures generated forces as the probe tip is moved across the surface of an ob-
by our system could be registered with 3D geometry, which is ject. The WHaT consists of a force sensor aligned with the
necessary in order to integrate our system with the standard 3D major axis of the device, and a pair of bi-axial accelerometers
scanning pipeline [5]. In the current paper, we present a tech- which provide motion data about the probe tip in 3D space.
nique for registering scans from our haptic texturing system Force and acceleration sensor data is streamed from the probe
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Fig. 2. Scanning flow chart.

to a host PC at a rate of approximately 500Hz, providing a robot for texture acquisition. However, only visual texture was
sampling rate capable of reconstructing most surface features. captured using their system, and a frictional coefficient was
The accelerometers and the force sensor. have a resolution of used to model the tactile properties of an object. Their ap-
approximately 0.015g and 0.02N, respectively. proach does not capture many of the salient features which help

For estimation of large-scale motion, we affix a set of fidu- to identify a material (e.g., roughness, patterned texture).
cial markers to the probe and track it using ARTag [7], an aug- Other approaches measure surface features, such as texture,
mented reality system. ARTag locates the marker within im- but without registering them to object geometry. Okamura et
ages obtained from a digital camera and estimates the position al. [13] augmented a haptic device with an accelerometer in or-
and orientation of the probe relative to the camera, which is der to acquire parameters for basis functions for several styles
coincident with the global reference frame. of interactions- tapping, scraping, and puncture. Wall and Har-

As described in [4], calibration and signal processing tech- win [14] used a linear variable differential transformer to mea-
niques were used to increase the quality of sensor data obtained sure displacement of a probe as it is moved (at near constant
from the probe and to give more accurate reconstruction of the speed) over a surface. Their system generates plausible pro-
probe's path. Most notably, a Kalman filter [8] allowed us to files, but a fixed assembly is required (linear track and motors)
remove most of the noise from visual tracker measurements and scanning is limited to planar surfaces.
and the resulting scan trajectory is suitable for registration with The modeling and rendering of texture is an area which is
3D geometry, such as a polygonal mesh. receiving increased attention in the field of haptics. Much of
B. Outline the work has been to create perceptually plausible and distinct

In Section II we review related work to our haptic textur- textures which mimic the roughness perceived when an object
ing approach. We detail our technique for registering scans it explored either by direct human contact or through some in-
from our system with 3D object geometry in Section III. Sec- termediary object A pioneering attempt to render haptic tex-
tion III also discusses our novel approach for assigning texture ture was that by Minsky [15]. She simulated textures on a
coordinates to elements in a polygonal mesh. Section IV de- 2 DOF haptic interface using lateral forces, which were cal-
scribes our rendering technique. Results of this technique and culated from the gradient of image-based depth maps. Fritz
an application are presented in Section V, and we conclude in and Barner [16] used a stochastic approach to render texture
Section VI. wherein pseudo-random texture vectors were generated across

a uniformly spaced 2D lattice and textures were modeled by
II. RELATED WORK combining Gaussian noise with a deterministic texture func-

tion. Siira and Pai [17] also generated stochastically-based
Despite the availability of a 3D scanning pipeline [5], object textures, wherein parameters for texture synthesis were sam-

scanning requires great user expertise due to the often fragile pled from a Gaussian distribution. Their approach was capable
acquisition process. Typically, scanning equipment consists of of creating a dynamic range of realistic textures using only a
a complex robotic environment that is expensive and difficult few parameters. Wall and Harwin [14] developed a procedural
to operate. Such facilities are inflexible due to workspace lim- model which reconstructs the height-displacement profile of a

itations, robotic control, and immobility. Hand-held systems surface using the discrete Fourier series coefficients. Basdo-
can be far more flexible because of the superior control a hu- gan et al. [1 8] used an image-based approach for haptic textur-
man can exert on the probe and their ability to adapt to most ing, wherein a surface height field is calculated from grayscale

environments; a.human-in-the-loop system [9]Fi image data using static, procedural, and fractal synthesis tech-
to both the object and the workspace. niques. Unlike Minsky's image-based rendering [1l], their ren-

Pa*ta.[0,[1 nrdcdagnrlrbtcsse o dering algorithm uses the image gradient to perturb the surfacee
scanning physical interaction behaviour. Lloyd and Pai [12] nomlofteexudobcteigisay.
also demonstrated an interactive scanning interface to this
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III. TEXTURE PAINTING

In this section we present our method for registering scans
from our haptic texturing system with 3D geometry. We have
nicknamed this process texture painting, since it is analogous
to painting or drawing texture over sections of the 3D object.
One advantage of our method is that the scanning trajectory
may be real or virtual. That is, users may manually specify a
path over the surface of a 3D object (e.g., using a modeling
tool) in order to determine which sections are textured. We 0f 8-60b40 -200 20 AO o so 100

show how ID and 2D texture coordinates may be automati- iMs_Z _M
cally generated from the scanning trajectory and a polygonal
mesh. Texture painting involves two steps: (i) registering a Fig. 4. Manual alignment of the scan path in order to obtain an initial estimate
scanning trajectory with 3D geometry, and (ii) generating tex- f t . U
ture coordinates for sections on the surface of a 3D object. If transl o roation parameters.
a synthetic scanning trajectory is being used (e.g., hand drawn
using a modeling tool), the first step is redundant since the path
isared egserdwthte bet' urae aligned by adjusting the three translational values along the

axes and three rotation angles (a,Q, -y) around the fixed coor-
A. Registration dinate axes. The resulting alignment is displayed to the user

Registration of textures involves transforming the scanning from a top, bottom, front, or back perspective.
trajectory from one or more scans into a single coordinate A known problem in using ICP to register sets of points is
system- usually the coordinate frame used by a polygonal that the convergence and uniqueness of the solution is highly
mesh. The scanning trajectory consists of points sampled by dependent on the initial transform provided by the user. That
the visual tracker, indicating the position of the probe tip in 3D is, the algorithm is sensitive to the "guess" from the manual
space at a given time. These are matched with points from the alignment step. For meshes without much detail, the ICP al-
corresponding object geometry, thus defining a path over the gorithm may immediately converge on a solution which has
object's surface. We obtain geometry for real-world objects not been optimized from the manual alignment provided by
using a Konica Minolta VIVID 910 3D Digitizer and create a the user. Future work may introduce variants of the ICP algo-
polygonal mesh from a series of point clouds with Geomagic rithm (e.g., [20]) to make the registration process less sensitive
Studio. to mesh geometry and errors in the manual alignment.
We use an iterative closest point (ICP) algorithm [19] to The scan path is projected onto the 3D mesh using a min-

match points from the scanning trajectory to points on the sur- imum distance criteria. The minimum distance between the
face defined by a polygonal mesh. ICP estimates the trans- mesh and points in the scanning trajectory are found using
formation of a path obtained from the visual tracker to a path barycentric coordinates and stored in an array. Next, a least
over the surface of a 3D mesh. The algorithm works using an sum of squares algorithm is used to optimize a 4-by-4 homo-
associate-and-update cycle, whereby points from the scanning geneous transformation matrix which maps the scanning tra-
trajectory are associated with points on the surface of the mesh jectory onto the mesh. The ICP algorithm performs optimiza-
and an optimal homogeneous transformation matrix is calcu- tion directly on the homogeneous transformation matrix and
lated for the two sets of points. Pseudo-code for the algorithm not the six parameters used for manual alignment. We set the
is given in Figure 3. eigenvalues of the rotation matrix to unity in order to arrive at

while Aerror > threshold do a proper homogeneous transformation matrix as suggested by
project scan path points onto mesh geometry Arun et al. [21].
estimate transform using minimum cost function

scanning trajectoryupdate points using the estimated transform /
error =pointso - points 2;/

end while
Fig. 3. Pseudo-code for the ICP algorithm. lX

polygonal mesh
The ICP algorithm requires a good initial estimate of the

relative transformation (rotation and translation) from the scan Fig. 5. Association of mesh points with the scan path. Points from the
scanning trajectory are projected onto the mesh using a minimum distancepath coordinate frame to the mesh coordinate frame. This stepcrtia

is done by hand using a software application, shown in Fig-
ure 4. Aside from this step, no other interaction is required The algorithm given in Figure 3 repeats until there is no no-
on the part of the user. The scanning trajectory is manually ticeable change in the computed error value between iterations.
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The error is calculated using the average distance from points +

in the scan path to their associated mesh points. Figure 5 illus- A _
trates how the scanning trajectory is projected onto the surface
mesh for each iteration of the ICP algorithm.
B. Coordinates \

Texture coordinates may be assigned to elements of a polyg-
onal mesh from the path arising from registration of the scan- Fig. 7. Generating texture coordinates from a scan path. For 2D textures, the
ning trajectory. To understand how texture coordinates are gen- x and y value are generated. For ID textures, only the x value is generated.
erated, consider a 2D texture function, f(x, y) which repre-
sents the height profile of a scanned surface. The function uses results are achieved when well-formed scan paths are used to
a coordinate pair x, y (or a single coordinate for ID textures) to acquire and register a texture (e.g, no looping or zig-zag mo-
generate a height value which corresponds to the texture height air eaure(e.g,ln oopn or ig-zag"imo-
ofa point on an object's surface. Texture coordinates are as- to) lo rvddtesraepoieo etr scniuof a pin o a ojet'ssufae.Tetuecorinteaes- ous at its boundaries, it will feel seamless when a user explores

signed to each vertex of a polygon using the position relative to a textured object. One possible strategy here is to use a post-
the path of associated mesh points found during the registration processing filter which reshapes the surface profiles to be C1
stage. continuous at their edges. Obviously, crossing between two

Polygons are selected for texturing by testing if a point in differently textured sections of a mesh will result in noticeable
the associate scan path intersects the polygon boundaries. This changes at the boundaries.
has already been done in the distance minimization step during
registration, since polygons are selected when a point on their I. HAPTIC RENDERING
surface contains the minimum distance to a point in the scan
path. The polygons, vertices, and barycentric coordinates at
minimum distance are obtained from the final iteration of the We model textures using a Fourier series reconstruction of
ICP algorithm. their surface profile [4], similar to the model used by Wall and

In Figure 6, relevant polygons have been shaded and texture Harwin [14]. Coefficients of the sinusoidal basis functions are
coordinates will be generated for each vertex of polygons in obtained by sampling the discrete Fourier transform (DFT) of
this set. The set may be extended to neighbouring polygons by each surface profile. We extract N = 128 coefficients from the
using a breadth-first search of the mesh, since our algorithm for DFT by sampling a surface profile of length L, which is syn-
generating texture coordinates does not require that polygons thesized by our haptic texturing system. The resulting texture
intersect with the original scan path or associated mesh points, function f (x) is defined as:

f(x) aS cos (jwx) + bj sin (jwx)
j=1

where x is a spatial coordinate, wo is the fundamental fre-
quency of the texture sample calculated as wo 2wL/N and a
and b are the real and imaginary DFT coefficients, respectively.
For ID textures, a and b are 1-by-N vectors; for 2D textures,

Fig. 6. Scan path superimposed on a polygonal mesh. Relevant polygons have they are N-by-N matrices which are built by cross-correlation
been shaded of their ID counterparts in the spatial domain.

Texture coordinates are generated for each vertex by calcu- Force decomposition is done similarly to that by Siira and
latig te mnimmdstace o th asocitedmes ponts We Pai [17] where the force vector f due to contact and texture

latingtemnmmdsactoteascaemehpis. We
ineato iscluaeJs

assign the signed distance along the path to parameter x and ineatoisclutda:
the signed distance to the scan path to parameter y to create -
the texture function f(x, y) This scheme of assigning texture f =f+f +ff. (1)
coordinates is better understood by considering Figure 7. The y The unified force equation (1) is composed of several other
parameter value is obtained by finding the minimum distance forces, mainly: due to rigid body constraints (fc), due to inter-
from a vertex to a point on the path; the x parameter value action with texture (ft), and frictional forces (ff). Components
is obtained by finding distance along the scan path where the fc and ft are normal forces which are rendered using a penalty-

m d X s lt b

turecordnae ma ditr ther tetr at ceti areas.l Bestintese of equations:alfre
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ft -k, Axni, (2)

ft = kkX s /\hn- (3) j

ff =- UsVc + Ptt (4*hll)|W r
where Ax is the penetration depth of the proxy into the pla-

nar surface, Ah is the penetration depth into the texture profile,
and ,us is a preselected frictional coefficient. n' and t are the
normal and tangential vectors, respectively, to a point on the
surface of thngen3Daobjectowhere thesapetic ,

proxy maks
o

onta. Fig. 9. Scan registration using the geometry of a toy dinosaur.surface of the 3D object where the haptic proxy makes contact.
Figure 8 shows a visual depiction of the forces and rendering
parameters of Equations (2),(3), and (4) We store object geometry and texture coordinates together

f f +±f±fi using an augmented 3D file format file. Figure 10 shows an

example of a file for a 3D object which has been textured using
Ah { textured our method. Only haptic texture coordinates are included with
ax surface the geometry, and texture data is stored in a separate file. For

} polygonal meshes, texture coordinates are assigned per face
6Proxy and coordinate values are denoted by a "h" appearing as the

Fig. 8. Haptic rendering force model. The texture surface profile is shown first character on a line. This identifying character is followed
superimposed onto a planar surface. Contact, texture, and frictional forces are by a texture index and three texture coordinate pairs, which

displayed at the haptic interface. represent the 2D coordinates used to generate a height value

The force rendering algorithm needs to determine the tex- from the texture function. The index is used to identify which

ture coordinates of the haptic proxy point with respect to the texture should be used when more than one texture has been
surface mesh. Exact values of the texture coordinates at a col- applied to an object. An index value of -1 indicates that the
lision point are calculated by interpolation using the barycen- face is not textured.
tric coordinates for the location of the haptic proxy within the ## vertices
boundaries of the colliding polygon, and are calculated as: v -40 0 40

v -40 040
k1zyYproxy =a(,y)v1 + b(, y)V2 +c(x,y)W3 v40040

where (a, b, c) are the barycentric coordinates of the haptic v 40 0 -40
proxy determined by collision with the polygon, (X, )prox ## faces
is the texture coordinate at the haptic proxy, and (X, Y)V1 to f 1 3 2
(X, Y)V3 are the texture coordinate values assigned to each ver- f 2 3 4
tex v1 to v3 of the polygon (e.g, as in Figure 10). Given that ## haptic texture coordinates
a collision only occurs inside the boundaries of a polygon, we h 1 0.0 0.0 0.0 50.0 50.0 0.0
know that a, b, c C [0, 1] and a + b + c = 1, thus giving a tex- h 1 50.0 0.0 0.0 50.0 50.0 50.0
ture coordinate pair within a range determined by the texture Fig. 10. Example of an augmented Wavefront .obj file which contains
coordinate values at the vertices. geometry and texture information. The file shown here is for a 8Ox8O plane in

An extra step in our collision detection algorithm deter- 3D textured with a 50x50 2D texture.
mines if the proxy is touching only the surface profile of the
texture, and if so will only render texture forces. Otherwise, if We iPlented aiC++ hapto-vsP appicTmio o a
the proxy has penetrated far enough into the object, both rigid- 2.4GHz Pentium PC with an attached Phantom.MOmni, a de-bheprodyhant eexture ces fare renderedinto the object, bothrigid vice capable of 6 DOF input and 3 DOF force display. The testbody and texture forces are rendered.

environment generated by our application allows users to load
and explore textured 3D objects. Figure 11 shows this appli-

V. RESULTS cation as it displays the textured 3D dinosaur. Sections of the
mesh which have been textured are highlighted and, when the

Textures generated from scans of a toy dinosaur were reg- user brings the proxy in contact with these areas of the mesh,
istered with a 3D polygonal mesh and displayed in a hapto- the texture is displayed according to our haptic rendering algo-
visual application. Figure 9 shows two scanning trajectories rithm.
registered with the mesh. Paths over the mesh surface are used The hapto-visual application is able to load and display any
to select which polygons are textured and is extended to the polygonal mesh using the augmented 3D file format. Textures
surrounding 1-neighbourhood polygons. are loaded separately, by specifying a file which contains the
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