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7.1
R

eal-tim
e O

p
eratio

n
M

an
ag

em
en

t o
f p

ro
cesses in

 o
p

eratin
g

 
system

s
Logical resources (i.e., processes) are m

apped onto 
physical resources (e.g., central processing unit C

P
U

 
and m

em
ory).

A
 process can have four states:
•

ru
n

n
in

g
: it is allocated to a processor

•
read

y: it holds all operating resources but not the 
processor

•
b

lo
cked

: it w
aits for the occurrence of an event 

(e.g., the term
ination of an output to disk)

•
in

active: the process is not assigned to an 
application program

.

read
y

b
lo

cked

ru
n

n
in

g

in
active
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S
ch

ed
u

ler an
d

 D
isp

atch
er

T
he sch

ed
u

ler
decides w

hich of the inactive processes 
w

ill be m
oved to the ready

state.

T
he d

isp
atch

er
decides w

hich process to m
ove next 

from
 state ready to state running.

In conventional operating system
s, n

eith
er

scheduler 
n

o
r dispatcher are cap

ab
le o

f real-tim
e p

ro
cessin

g
.
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R
eq

u
irem

en
ts fo

r M
u

ltim
ed

ia

P
ro

cessin
g

 o
f co

n
tin

u
o

u
s d

ata stream
s

T
he data to be processed appears in p

erio
d

ic
tim

e-
intervals.

T
ypical operations on m

ultim
edia data are:

•
C

reation and playoutof audio and video packets,
•

T
ransm

ission of audio and video packets,
•

C
om

pression and decom
pression of audio and 

video packets.

R
eal-tim

e requirem
ents:

•
P

rocessing m
ust be com

pleted by a specific tim
e 

( d
ead

lin
e)

•
P

rocessing of a m
ultim

edia data packet takes 
approxim

ately the sam
e am

ount of resources in 
each tim

e period.
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L
ig

h
t-w

eig
h

t P
ro

cesses (T
h

read
s)

C
o

n
cep

t
•

C
oncurrent (parallel) activities are carried out w

ith
in

 
o

n
e ad

d
ress sp

ace.
•

E
ach concurrent activity is called a th

read
.

•
D

ata transfer betw
een threads is efficient (just a copy 

operation). 
•

A
 "context sw

itch" (i.e., a sw
itch betw

een different 
threads) is m

uch m
ore efficient than a sw

itch betw
een 

norm
al, heavy-w

eight operating system
 processes.

B
u

t:
T

here is n
o

 access p
ro

tectio
n

betw
een threads 

provided by the operation system
 (sam

e address 
space for all threads)!
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R
eservatio

n
 o

f R
eso

u
rces

P
essim

istic (d
eterm

in
istic) reservatio

n
•

T
akes the w

orst case into consideration
•

G
enerally reserves too m

any resources m
ost of the 

tim
e, and thus leads to sub-optim

al use of the 
resources

O
p

tim
istic (sto

ch
astic) reservatio

n
•

R
eservation is m

ade for the expected value (m
ean 

value) of the processing resources
•

Leads to good usage of the resources
•

B
ut can lead to an overload of the resources 

(blocking or sub-optim
al execution of a process)

•
R

ole of a run-tim
e m

onitor:
-

M
onitors resource usage

-
In case of overload, initiates suitable action, 
such as scaling (Q

oS
adaptation) or blocking of 

the process and w
ithdraw

al of the resource.
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R
eal-tim

e P
ro

cess S
p

ecificatio
n

fo
r M

u
ltim

ed
ia

T
raditional system

s usually have
•

either
a scheduling m

echanism
 for tim

e-sharing 
applications

•
or

a scheduling m
echanism

 for real-tim
e 

applications
In

 m
u

ltim
ed

ia system
s, a sch

ed
u

ler fo
r b

o
th

 typ
es 

o
f ap

p
licatio

n
s is req

u
ired

.

real-tim
e

applications

tim
e-sharing

applications
(best effect)

scheduler and dispatcher

C
P

U
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T
rad

itio
n

al R
eal-tim

e A
p

p
licatio

n
s vs. 

M
u

ltim
ed

ia A
p

p
licatio

n
s

D
ata in traditional real-tim

e applications (e.g., in 
process autom

ation and control) typically have h
ard

real-tim
e requirem

ents.

M
ultim

edia data is generally intended for presentation 
to the hum

an being as the data sink. T
his m

eans:

•
R

are vio
latio

n
 o

f d
ead

lin
es is accep

tab
le. F

or 
exam

ple, a m
acro block decoding failure in a video 

that is caused by late-com
ing and thus rejected 

data m
ight be tolerated since the decoder then 

repeats the corresponding m
acro block of the 

previous fram
e.

•
In traditional real-tim

e system
s, the operations are 

not alw
ays periodic. M

ultim
edia data is periodic. 

S
cheduling and dispatching algorithm

s can take 
advantage of the periodicity. R

esource 
requirem

ents are easier to predict.
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P
ro

cess S
ch

ed
u

lin
g

 G
o

als 

T
he m

ain goal of process scheduling and dispatching is 
to ensure that alldeadlines of allprocesses are 
satisfied. A

dditional optim
ization goals are:

•
A

 high average utilization of the resources, leading 
to high throughput

•
fast com

putation of the resource allocation (an 
efficient algorithm

).

T
he allocation does not necessarily have to be o

p
tim

al. 
C

om
plexity theory tells us that otherw

ise, the problem
 

w
ould be N

P
-com

plete.
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S
ch

ed
u

lin
g

 P
ro

b
lem

: A
n

 E
xam

p
le
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7.2 S
ch

ed
u

lin
g

 A
lg

o
rith

m
s

R
eq

u
irem

en
ts

•
A

ll deadlines m
ust be m

et.

•
R

esource utilization should be high.
•

B
est-effort requests should not starve. 

•
T

he algorithm
 should be efficient, I.e., not use too 

m
uch C

P
U

 tim
e itself.

T
he scheduler can take advantage of the p

erio
d

icity
of 

continuous data stream
s.
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P
reem

p
tive

vs. N
o

n
-p

reem
p

tive
S

ch
ed

u
lin

g
 

P
reem

p
tive

sch
ed

u
lin

g
•

If a process w
ith higher priority requests a resource, 

the currently active (running) process is m
oved to 

the R
E

A
D

Y
 state, the high-priority process gets the 

C
P

U
, i.e., is m

oved to the R
U

N
N

IN
G

 state.
•

T
here are m

any m
ore process sw

itches, process 
m

anagem
ent overhead is high. 

N
o

n
-p

reem
p

tive
sch

ed
u

lin
g

•
A

ctive processes are not interrupted by high-priority 
requests.

•
T

he num
ber of process sw

itches is low
er, overhead 

is low
.

N
o

n
-p

reem
p

tive
sch

ed
u

lin
g

 g
en

erally p
erfo

rm
s w

ell 
fo

r p
ro

cesses w
ith

 sh
o

rt execu
tio

n
 tim

es.
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M
o

d
el o

f a P
erio

d
ic D

ata S
tream

•
R

: A
rrival rate

•
P

j : P
rocessing tim

e
•

D
j : D

eadline for the term
ination of the process

T
h

ese th
ree p

aram
eters co

n
tro

l th
e sch

ed
u

lin
g

 
alg

o
rith

m
.

A
j

arrival tim
e

of packet j

D
j

deadline 
of packet j

P
j

processing tim
e

per packet
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A
lg

o
rith

m
 1: E

arliest D
ead

lin
e F

irst 
(E

D
F

)

T
he process w

ith the earliest d
ead

lin
e is assigned the 

highest priority.

P
rocess priorities vary over tim

e.

O
n

e can
 sh

o
w

 th
at th

e E
D

F
 alg

o
rith

m
 alw

ays fin
d

s a 
valid

 sch
ed

u
le if th

ere exists o
n

e.

R
esources can be used up to 100%

.

p
ro

cess i:

p
ro

cess j:

A

A
A

A
A

A
A

i1
i2

i3

j1
j2

j3
j4

D

D
D

D

D
i1

i2

j1
j2

j3

P
rio

 j > P
rio

 i
P

rio
 i > P

rio
 j
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E
D

F
 S

ch
ed

u
lin

g

In m
ost cases of p

erio
d

ic
scheduling, the deadline of a 

request is identical to the end of the period since the 
data buffer is needed again.

P
erfo

rm
an

ce
P

reem
p

tive
sch

ed
u

lin
g

 (L
iu

 /L
aylan

d
, 1973):

•
m

axim
um

 possible throughput:

•
delay of a packet <

=
 1/R

i

N
o

n
-p

reem
p

tive
sch

ed
u

lin
g

 (N
ag

arajan
/V

o
g

t, 1992)
•

sam
e throughput as above

•
delay of a packet <

=
 1/R

i +
 P

i

1
≤

∑
i

stream
s

all
i

i P
R
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A
lg

o
rith

m
 2: R

ate-M
o

n
o

to
n

ic 
S

ch
ed

u
lin

g
 (R

M
)

T
he process w

ith the h
ig

h
est p

acket rate
is assigned 

the highest priority.

W
hile stream

s are running priorities do not change; 
only w

hen a new
 stream

 starts or w
hen a stream

 ends, 
priorities are re-com

puted. 

R
M

 is an algorithm
 for p

erio
d

ic
processes only.

ttt
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R
ate-M

o
n

o
to

n
ic S

ch
ed

u
lin

g

A
gain, w

e set the deadline to the end of the period:

P
erfo

rm
an

ce
P

reem
p

tive
sch

ed
u

lin
g

 (L
iu

/L
aylan

d
, 1973):

•
m

axim
um

 possible throughput:

•
delay of a packet <

=
 1/R

i

N
o

n
-p

reem
p

tive
sch

ed
u

lin
g

 (N
ag

arajan
/V

o
g

t, 1992):
•

highly sophisticated com
putation

•
guaranteed throughput is m

uch less

2
ln

≤
∑

i
stream

s
all

i
i P

R
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E
xam

p
les fo

r R
M

 an
d

 E
D

F

P
rocess i:

P
rocess j:

R
M

:

E
D

F
:

D
i1

D
i2

D
j1

D
i3

D
i4

D
eadline violation

D
eadline satisfied

W
ith

p
reem

p
tio

n
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O
th

er S
ch

ed
u

lin
g

 A
lg

o
rith

m
s

S
ch

ed
u

lin
g

 acco
rd

in
g

 to
 laxity

•
L

axity:
m

axim
um

 allow
ed w

aiting tim
e until 

processing begins

•
T

he process w
ith the sm

allest laxity is assigned the 
highest priority.

•
P

riorities m
ust be updated continuously (large 

com
putational overhead).

C
urrent tim

e ti
D

eadline D
i

P
rocessing tim

e
P

í

laxity(ti ) =
 D

i -
ti -

P
'i
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D
eterm

in
atio

n
 o

f P
ro

cessin
g

 T
im

es

P
ro

b
lem

F
or m

ost algorithm
s, the actual processing tim

e per 
packet on the current C

P
U

 m
ust be know

n!

A
n analytic com

putation is hardly possible. 

A
 p

rag
m

atic ap
p

ro
ach

: M
easurem

ent and 
standardization.
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M
easu

rem
en

t o
f P

ro
cessin

g
 T

im
e

S
H

 =
 S

tream
 H

andler

m easurem ent too l

recording of
C

P
U

 requirem
ent


