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4.3   M
u

lticast

4.3.1 M
u

lticast P
rin

cip
les

D
efin

itio
n

 o
f

M
u

lticast
M

u
lticast

is defined as the
transm

ission
of a data

stream
from

one
sender

to m
an

y
receivers

w
ith

packet 
duplication and forw

arding in
sid

e
the

netw
ork.
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W
h

y is M
u

lticast Im
p

o
rtan

t fo
r 

M
u

ltim
ed

ia?

M
ulticast applications often require 1:n com

m
unication:

•
V

ideoconferencing
•

T
eleC

ooperation
(C

S
C

W
) w

ith a shared w
orkspace

•
near-V

ideo-on-D
em

and
•

T
eleT

eaching, T
eleS

em
inars

D
igital video stream

s have high data rates ( >
1 M

B
it/s)

n point-to-point connections w
ould overload the 

netw
ork
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M
u

lticast in
 O

u
r E

xam
p

le

A
ssum

ption: A
ll nodes are group m

em
bers (receivers)

(a) F
our end-to-end connections

(b) O
ne m

ulticast connection

A

B
C

D

E

A

B
C
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4.3.2 M
u

lticast in
 L

A
N

s

E
th

ern
et, T

o
ken

 R
in

g
, F

D
D

I

•
T

he topology has broadcast property.

•
Layer-2 fram

e addresses according to IE
E

E
 802.2 

allow
 group addressing for m

ulticast. If a station is 
a m

em
ber of the group it w

ill forw
ard the incom

ing 
packet to the higher layers.

•
B

u
t:

F
or a long tim

e layers 3 and higher of the 
Internet did not support group addresses! T

hus, if 
the Internet protocol stack w

as used on a LA
N

, this 
effectively prevented m

ulticasting in layer 2! 
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F
ram

e A
d

d
ress

F
o

rm
at in

 L
A

N
s 

A
ccording to  IE

E
E

 802 and IS
O

 8802

G
/I

L
/G

bit 0  bit 1
6 bytes

1  =
   locally adm

inistered address
0  =

   globally adm
inistered address

1  =
   group address

0  =
   individual address

48 1-bits   =
   broadcast address
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4.3.3 M
u

lticast in
 W

A
N

s

P
ackets are d

u
p

licated
 in

 th
e ro

u
ters.

•
C

opy incom
ing packets/cells and enqueue

them
 

into several output buffers. C
an be done efficiently.

•
W

here and how
 to duplicate is controlled by entries 

in the routing table

•
S

hould m
ulticast be connection-oriented or 

connectionless?

classical
m

u
lticast
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R
o

u
ter w

ith
 M

u
lticast S

u
p

p
o

rt

R
T

R
o

u
tin

g
 Tab

le

packet scheduler

buffer
allocation

look up
outgoing
link (s)

R
T

F
ro

m
 C

 
    to

lin
k

co
st

g
5

{ce, cd
}

R
o

u
ter at n

o
d

e Cpacket
duplication

bc

cecd

g5 =
 IP

 address of group 5

g5g5

g5

A
 G

raduate C
ourse

on 
M

ultim
edia T

echnology
4. M

ulticast 
C

om
m

unication
4.3-8

©
 W

olfgang E
ffelsberg, 

R
alf S

teinm
etz

M
u

lticast IP
 in

 th
e In

tern
et

M
ulticast in the IP

 layer of the Internet dates back to the 
late 1980‘s. A

t that tim
e IP

 V
ersion 4 w

as extended to 

include m
u

lticast ad
d

ressin
g

and m
u

lticast ro
u

tin
g

(„ m
u

lticast IP
“). 

T
he M

B
o

n
e

is a m
ulticast backbone on the Internet; it 

is an overlay netw
ork of m

ulticast-enabled routers and 

end system
s.  T

he M
B

one is m
ainly used for research 

purposes; IS
P

s still hesitate to open it to the general 
public because it is difficult to m

anage.
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P
rin

cip
les o

f M
u

lticast IP

•
IP

 packets are sent to a group address (an IP
 

address of type D
)

•
T

he protocol is connectionless (a datagram
 protocol)

•
T

he service is “best effort“: 

•
N

o error control

•
N

o flow
 control

•
T

he service is
receiver-o

rien
ted

:

•
T

he sender sends m
ulticast packets to the 

group. 

•
T

he sender does not know
 the set of receivers, 

has no control over it.

•
E

ach host on the Internet can join the group.

•
Lim

iting the scope of a transm
ission is done by 

setting the T
im

e-T
o-Live param

eter of the IP
 packets. 

T
here are general conventions on T

T
L thresholds for 

m
ulticast IP

,  such as:

•
1: this LA

N
 only

•
<

=
 16: this com

pany only

•
<

=
 32: this country only, etc.
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G
ro

u
p

 A
d

d
ressin

g

In
tern

et G
ro

u
p

 A
d

d
ressin

g
•

G
roup m

em
bers are IP

 hosts
•

C
an be anyw

here in the Internet
•

T
he group address controls routing and packet 

duplication

B
u

t: G
roup addresses m

ust be assigned dynam
ically! 

W
e need an efficient, scaleable group address 

m
anagem

ent protocol.

C
L

A
S

S
 A

C
L

A
S

S
 B

C
L

A
S

S
 C

0
n

etid

n
etidn

etid

h
o

stid

h
o

stidh
o

stid

0
8

16
24

1 2 3

101 1 0
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M
u

lticast R
o

u
tin

g
: F

lo
o

d
in

g

T
he sim

plest w
ay to get a packet stream

 to every
node in the netw

ork is flooding (broadcasting). 

A
lg

o
rith

m
 F

lo
o

d
in

g
W

hen a packet arrives it is forw
arded on each

outgoing link except the one on w
hich it has arrived.

=
 first round

=
 second round
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P
ro

b
lem

: In
fin

ite
N

u
m

b
er

o
f

P
ackets

S
o

lu
tio

n

P
lace a “hop counter“ in the packet header.

•
Initialize it w

ith the diam
eter of the netw

ork

•
D

ecrem
ent it by 1 on each hop

•
D

uplicate packets get the hop counter of the 
original packet.

•
W

hen the hop counter is 0 the packet is not 
forw

arded by the router.

In the exam
ple show

n on the previous page this 
algorithm

 w
ould elim

inate the third round
of m

essages 
since the diam

eter of the graph is 2. 
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R
everse P

ath
 B

ro
ad

castin
g

 (R
P

B
)

R
everse P

ath B
roadcasting (R

P
B

) is m
ore efficient than 

flooding. It takes advantage of the fact that each node 
know

s a packet‘s shortest path from
 the sender from

 
the classical routing table! T

his path is called the 
reverse p

ath
.

T
he basic idea is now

 that a node forw
ards only those 

packets on all outgoing links that have arrived on the 
shortest path from

 the sender.

T
his algorithm

s generates m
uch few

er packets that 
pure flooding. B

ut it is still possible that the sam
e 

packet arrives tw
ice at a node.
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E
xam

p
le fo

r R
everse P

ath
 

B
ro

ad
castin

g
 

(still in
co

m
p

lete)

A
D

B
C

E
ab

bc
ce

de

cd

ad

A
s w

e can see there are still unnecessary packets: 
D

 and E
 receive the packet tw

ice, C
 even three 

tim
es.
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E
xam

p
le fo

r R
everse P

ath
 

B
ro

ad
castin

g
(co

m
p

lete alg
o

rith
m

)

W
hen each node sends som

e extra inform
ation to its 

neighbors R
P

B
 can avoid the unnecessary packets. 

T
he extra inform

ation is the fact w
hether a link betw

een 
tw

o neighbors is on the shortest path to the sender.
T

he com
plete R

P
B

 algorithm
s then w

orks as show
n 

below
.

A
D

B
C

E
ab

bc
ce

de

cd

ad
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T
ru

n
cated

R
everse P

ath
B

ro
ad

castin
g

(T
R

P
B

)

R
P

B
 still delivers all packets to allnodes in the 

netw
ork. T

R
P

B
 allow

s subnetw
orks

(typically LA
N

s) to 
only participate in a m

ulticast if they contain at least 
one interested host. A

 sim
ple protocol called IG

M
P

(Internet G
roup M

anagem
ent P

rotocol) w
as defined 

for this purpose. V
ia IG

M
P

 the hosts in a LA
N

 tell their 
router w

hether they are interested in a particular 
m

ulticast stream
. If no local host is interested in a 

m
ulticast group the router w

ill stop forw
arding packets 

onto the LA
N

.

B
ut this only solves the problem

 for lo
cal h

o
sts

in a 
LA

N
. T

he m
ulticast tree still includes all ro

u
ters

in the 
netw

ork.
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R
everse P

ath
 M

u
lticastin

g
 (R

P
M

)

T
he R

P
M

 algorithm
 adds p

ru
n

e m
essag

es
to the 

protocol. A
 prune m

essage travels from
 a leaf tow

ards 

the root of the m
ulticast tree. It tells a higher-level node 

that there are no interested receivers below
. T

his 
reduces the broadcast tree to a true m

u
lticast tree.
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A
lg

o
rith

m
 P

ru
n

in
g

If a router‘s sons are all tree leafs that are not 
interested in the m

ulticast stream
 the router w

ill send a 
N

o
n

-M
em

b
ersh

ip
 R

ep
o

rt (N
M

R
)

m
essage to his 

father. If an inner router receives N
M

R
s

from
 all its 

sons it w
ill in turn send a N

M
R

 to its father. N
M

R
 

m
essages contain a tim

e-stam
p. W

hen the tim
er 

expires the pruning is cancelled, and m
ulticast packets 

are again forw
arded.
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E
xam

p
le fo

r
R

everse P
ath

 M
u

lticastin
g

 
(1)

A
D

B
C

E
ab

bc
ce

de

cd

ad

A
D

B
C

E
ab

bc
ce

de

cd

ad

(a) T
ree in the initialR

P
M

 phase

(b) E
 sends

a “prune“ m
essage
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E
xam

p
le fo

r
R

everse P
ath

 M
u

lticastin
g

 
(2)

A
D

B
C

E
ab

bc
ce

de

cd

ad

(c) D
 sends a “prune“ m

essage
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M
u

lticast in
 IP

 V
ersio

n
 6 (IP

v6)

T
he m

ulticast capability is fully integrated into V
ersion 6 

of the IP
 protocol.

•
A

ll IP
v6 routers understand group addresses, and 

are able to route m
ulticast packets.

•
T

he IG
M

P
 protocol is integrated into the IC

M
P

 
protocol.

A
 G

raduate C
ourse

on 
M

ultim
edia T

echnology
4. M

ulticast 
C

om
m

unication
4.3-22

©
 W

olfgang E
ffelsberg, 

R
alf S

teinm
etz

R
eliab

le M
u

lticast

T
w

o
 b

asic sch
em

es

•
A

C
K

 w
ith

 retran
sm

issio
n

:
causes the A

C
K

 
im

plosion problem
. M

any „A
C

K
 saving protocols“ 

suggested in the literature.

•
F

E
C

:
N

ot very good for burst errors, no 100%
 

guarantee

S

A
C

K
 im

plosion

ACK

ACK
ACK

ACK
A

CK
A

CK
A

CK

A
CK

ACK
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M
u

lticast W
ith

 Q
o

S
 G

u
aran

tees

G
u

aran
teed

 Q
u

ality-o
f-S

ervice (Q
o

S
):

•
m

axim
um

 end-to-end delay
•

m
axim

um
 delay jitter (variance in delay)

•
m

inim
um

 reliability
fo

r a g
iven

 traffic lo
ad

described by a flow
 

specification.

T
his w

ould require reso
u

rce reservatio
n

on all links 
and nodes in the netw

ork:
•

bandw
idth

•
C

P
U

 cycles
•

buffer space
•

“schedulability"
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D
yn

am
ic Jo

in
 an

d
 L

eave W
ith

 Q
o

S
 

G
u

aran
tees

S
1

D
2

D
5

S
2

n

D
6

D
4

D
3
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O
p

en
 P

ro
b

lem
s

•
S

hould reservation protocols be connection-oriented 
or connectionless (or “soft-state”)?

•
H

ow
 can dynam

ic join-and-leave for group m
em

bers 
be com

bined w
ith Q

oS
 guarantees?

•
W

hat are the best, scaleable tree routing algorithm
s 

for m
ulticast? S

hould they be sender-oriented or 
receiver-oriented?

•
W

hat are the best, scalable reliable m
ulticast 

protocols?

•
S

hould w
e allow

 applications to "inject" filters into the 
netw

ork nodes?
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C
o

n
clu

sio
n

s o
n

 M
u

lticast

•
M

ulticast in w
orldw

ide interconnected netw
orks is 

very im
portant for the efficient support of m

ultim
edia 

applications.

•
T

oday, there is no m
ulticast protocol at all supporting 

all the requirem
ents.

•
M

ulticast IP
 and the

M
B

one
protocols are useable, 

but do not supportQ
oS

for continuous m
edia. T

hey 

are not very scalable.

•
T

he next generation of Internet protocols w
ill support 

group addressing and m
ulticast routing, perhaps 

differentiated services, but no resource reservation 
and no

Q
oS

-based routing.


