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4.2   Q
u

ality o
f S

ervice in
 th

e 
N

etw
o

rk

4.2.1 G
en

eral C
o

n
sid

eratio
n

s fo
r

Q
o

S
in

 N
etw

o
rks

A
 fu

n
d

am
en

tal ru
le

C
ontinuous m

edia require Q
uality-of-S

ervice support in 
the netw

ork. 

Id
ea: S

ervice L
evel A

g
reem

en
t

A
 contract betw

een the application and the netw
ork.

•
T

he so
u

rce
specifies the traffic it w

ill generate and 
prom

ises to conform
 to that specification.

•
T

he n
etw

o
rk

prom
ises the transm

ission of this 
traffic w

ith guaranteed
Q

oS
.
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Q
o

S
 P

aram
eters

T
raffic d

escrip
tio

n
 o

f th
e so

u
rce

•
T

ype of traffic: C
B

R
, V

B
R

, U
B

R
, ...

•
F

or constant traffic: bit rate

•
F

or bursty
traffic: average bit rate, peak bit rate, 

duration of peaks

Q
o

S
p

aram
eters o

f th
e n

etw
o

rk
•

D
elay

•
D

elay jitter (variance of the delay)

•
M

axim
um

 loss rate
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R
eal-W

o
rld

 E
xam

p
les

H
o

w
 reso

u
rces in

 th
e n

etw
o

rk in
flu

en
ce

Q
o

S
.

T
h

ree exam
p

les:
•

A
 large playoutbuffer at the receiver (e.g., for 

video) allow
s to com

pensate m
ore delay jitter, but it 

w
ill increase the end-to-end delay.

•
W

ith increasing load of a router the average w
aiting 

tim
e of packets in the queues w

ill increase. N
ew

 
connections through that router should only be 
accepted w

hen delay guarantees given to the 
existing connections can still be m

aintained 
(C

onnection A
cceptance C

ontrol).

•
T

he C
P

U
 pow

er of a router determ
ines the 

m
axim

um
 num

ber of packets that can be handled 
per tim

e interval.
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T
h

e
Q

o
S

M
ap

p
in

g
 P

ro
b

lem

E
xam

p
le

U
ser level:

P
lay a video at interm

ediate quality
T

ransport level:
B

it rate of the video, C
B

R
 or V

B
R

, 
m

axim
um

 startup delay
N

etw
ork level:

M
axim

um
 packet size, m

axim
um

 
packet rate, m

axim
um

 end-to-end 

packet delay, m
axim

um
 delay

variance
Q

oS
m

apping in netw
orks

is a current research 
problem

, not yet w
ell understood.

H
o

w
 is

Q
o

S
m

ap
p

ed
 fro

m
 level to

 level?

U
ser

A
p

p
licatio

n

M
M

 S
ystem

F
ile S

ystem
L

o
cal P

ro
cessin

g
T

ran
sp

o
rt S

ystem
...

...

...

...

...
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A
Q

o
S

M
ap

p
in

g
 E

xam
p

le
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D
eterm

in
istic

Q
o

S
G

u
aran

tees

T
he

Q
oS

negotiated betw
een application and netw

ork 
w

ill be guaranteed at all tim
es ( h

ard
Q

o
S

b
o

u
n

d
s).

Q
o

S
calcu

latio
n

 is b
ased

 o
n

: 
•

H
ard bounds of the traffic generated by the source

•
W

orst-case assum
ptions concerning concurrent 

stream
s and available netw

ork resources 

A
d

van
tag

e
•

Q
oS

guarantees w
ill alw

ays be fulfilled, even under 
the w

orst load conditions

D
isad

van
tag

es
•

N
o statistical m

ultiplexing gain for V
B

R
 traffic

•
M

ore frequent rejection of new
 connections

F
or m

ultim
edia applications determ

inistic guarantees 
are often not required (unlike for the control of real-tim

e 
processes). E

xam
ple: video quality in a video 

conference.
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P
ro

b
ab

ilistic
Q

o
S

G
u

aran
tees

Q
oS

values have so
ft b

o
u

n
d

s.

Q
o

S
calcu

latio
n

 is b
ased

 o
n

:
•

A
 stochastic description of the traffic load

•
A

 probabilistic specification of the behavior of the 
netw

ork („ in 95%
 of all cases the delay w

ill be <
 

100 m
s “)

A
d

van
tag

es
•

S
tatistical m

ultiplexing gain 

•
M

ore parallel connections can be perm
itted

D
isad

van
tag

es
•

Q
oS

w
ill not be optim

al at all tim
es

•
Q

uite difficult to im
plem

ent
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Q
o

S
D

efin
itio

n
: T

h
e A

T
M

 E
xam

p
le

T
he standard for A

T
M

 (A
synchronous T

ransfer M
ode) 

defines precisely w
hat traffic types a source can send:

•
C

B
R

, V
B

R
, A

B
R

, U
B

R

T
he A

T
M

 standard also defines precisely the 
param

eters that characterize V
B

R
 traffic:

•
averag

e
cell rate, p

eak cell rate, m
axim

u
m

 p
eak 

size

(see IT
U

-T
 standard Q

.93b)
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Q
o

S
 an

d
 R

eservatio
n

N
o

Q
o

S
g

u
aran

tee w
ith

o
u

t reservatio
n

 o
f reso

u
rces 

in
 th

e n
etw

o
rk!  

•
W

e need local resource m
anagem

ent w
ithin the 

netw
ork nodes (inner nodes and end nodes).

•
W

e need reservation protocols.
•

W
e need a surveillance of the sources („source 

policing“) to ensure that they conform
 to their traffic 

specifications.
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A
 P

ro
to

co
l F

o
r R

eso
u

rce R
eservatio

n
 

T
h

e P
rin

cip
le

•
C

onnection-oriented com
m

unication

•
R

eserve all the resources you can get on the path 
from

 the source to the destination

•
W

hen arriving at the destination, com
pute the left-

over resources.

•
R

elax the left-over resources on the w
ay back, re-

distributing them
, w

ith the confirm
ation m

essage
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P
ro

to
co

l F
lo

w
 (1)

Q
oS

requested by the application: D
m

ax
=

 140 m
s

d
T

1
=   5 m

s
d

T
2

= 15 m
s

d
T

3
=   5 m

s
d

R
1

=
 10 m

s
d

R
2

=
 25 m

s
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P
ro

to
co

l F
lo

w
 (2)

R
eserve R

eq
u

est

∑
d

i =
60 m

s
Left over:

80 m
s

R
elaxation strategy: equally over all routers

R
eserve C

o
n

firm

d
m

a
xR

1
=

 50 m
s

d
m

a
xR

2
=

 65 m
s
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4.2.2 Q
o

S
in

 th
e In

tern
et

C
u

rren
t In

tern
et: B

est E
ffo

rt m
o

d
el

T
he current Internet is built on the B

est E
ffort m

odel. In 
this m

odel, all packets are treated equally. P
ackets are 

serviced by the routers on a F
IF

O
 basis w

ith “T
ail-D

rop” 
in the case of overload.

T
he advantage of this m

odel is that it is sim
ple enough 

to run
at very high speeds.

F
irst-in F

irst-out

buffer full

drop
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N
ew

 A
p

p
licatio

n
s R

eq
u

ire
Q

o
S

T
he problem

 of the B
est E

ffort m
odel is that it does not 

suffice any m
ore to satisfy the requirem

ents of new
 

applications, in particular audio and video and other 
real-tim

e applications, such as gam
es.

C
urrently the m

ost popular
Q

oS
technology for IP

 is the 
D

ifferen
tiated

 S
ervices arch

itectu
re (D

iffS
erv). 

W
ith

D
iffS

erv, traffic is separated into classes
according to

Q
oS

requirem
ents.D

iffS
erv

then treats 
each class in a d

ifferen
tiated

m
anner according to its

Q
oS

needs. A
ssignm

ent of the class is done by the 
application.
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T
w

o
 T

raffic C
lasses: E

lastic
an

d
 R

eal-
T

im
e

A
ccording to the D

iffS
erv m

odel, traffic
is classified into 

tw
o classes: elastic traffic

and real-tim
e

traffic.
•

E
xam

ples of elastic traffic are file transfer, electronic 
m

ail and rem
ote term

inal access.E
lastic traffic is 

tolerant of delays.
•

E
xam

ples of real-tim
e traffic are audio and video.

R
eal-tim

e traffic is very sensitive to delay.
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E
lastic T

raffic

T
he perform

ance of elastic traffic depends m
ainly on 

the bandw
idth.It experiences a dim

inishing m
arginal 

rate of perform
ance enhancem

ent as bandw
idth 

increases.

B
andw

idth

U
tility
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R
eal-T

im
e T

raffic

R
eal-tim

e traffic needs its data to arrive w
ithin a given 

delay bound. D
ata has no value if it arrives later than 

this bound.

D
elay

U
tility

delay bound
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G
o

als o
f

D
iffS

erv

D
iffS

erv
should satisfy the different requirem

ents of 
elastic and real-tim

e traffic as they are identified by 
their utility functions.

D
iffS

erv
aim

s at providing
Q

oS
w

ith sim
ple 

m
echanism

s so that it scales w
ell and can be deployed 

easily. S
om

e previous proposals for
Q

oS
have failed 

due to their com
plexity.

T
h

e fu
n

d
am

en
talD

iffS
erv

p
rin

cip
le

P
ush the com

plexity to the “edges” of the netw
ork (i.e., 

to the end system
s or edge routers of sub-netw

orks). 
K

eep processing in the core routers as sim
ple as 

possible.
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P
u

sh
in

g
 th

e C
o

m
p

lexity to
 th

e E
d

g
e 

(1)

E
d

g
e (en

d
 system

)

•
K

eeps per-flow
 state

•
M

arks the packets according to:

-
S

ending rate of the user

-
C

ontract betw
een the user and the netw

ork 
(S

ervice Level A
greem

ent, S
LA

)

•
T

h
e resu

lt o
f th

is m
arkin

g
 is in

serted
 in

to
 a lab

el 
in

 th
e IP

 p
acket h

ead
er.

C
o

re (ro
u

ter)

•
G

ives a differentiated treatm
ent to each packet 

according to its label, in particular a different priority 
in the packet queue of the router

•
D

o
es n

o
t keep

 p
er-flo

w
 state
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P
u

sh
in

g
 th

e C
o

m
p

lexity to
 th

e E
d

g
e 

(2)

packet

per-flow
state

E
dge R

outer

m
arking

forw
ard

packetlabel

C
ore R

outer

forw
arding

packetlabel

user
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T
w

o
-B

it D
ifferen

tiated
 S

ervices 
A

rch
itectu

re

T
he so-called “T

w
o-B

it A
rchitecture“ is the basis of the 

current proposal in the IE
T

F
. It proposes three different 

levels of service:

•
P

rem
iu

m
 S

ervice
•

A
ssu

red
 S

ervice
•

B
est E

ffo
rt S

ervice

P
ackets get differentiated by tw

o bits in their header:
•

P
rem

ium
 bit (P

-bit is on)

•
A

ssured S
ervice bit (A

-bit is on)
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D
elay

U
tility

delay bound

P
rem

iu
m

 S
ervice

P
rem

iu
m

 S
ervice

provides very low
 delay and jitter to 

its packets.T
herefore it is suited fo

r real-tim
e traffic.

A
 typical user of this service could be a com

pany w
illing 

to pay a prem
ium

 price to run a high-quality video 
conference over the Internet.

S
in

ce P
rem

iu
m

S
ervice en

su
res

lo
w

 d
elays, w

e are
in

 th
is zo

n
e o

f th
e

u
tility fu

n
ctio

n
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P
rem

iu
m

 S
ervice: E

n
d

 S
ystem

 A
ctio

n

M
arkin

g
:

T
he end system

 or edge router turns the P
-bit 

of the packets on if the sender is in conform
ance to the 

S
LA

. T
he P

rem
ium

 traffic is shaped/sm
oothed to 

prevent traffic bursts from
 being injected into the 

netw
ork.

packet
input

S
et

P
-bit

W
ait for

token
packet
output

P
rem

ium
 S

ervice rate
contracted by the user
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P
rem

iu
m

 S
ervice: C

o
re R

o
u

ter A
ctio

n

F
o

rw
ard

in
g

:
C

ore routers send P
rem

ium
 packets first, 

other packets later.

P
-bit set ?

yes
high-priority

queue

no
low

-priority
queue

priority
scheduler
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A
ssu

red
 S

ervice

A
ssu

red
 S

ervice
does not provide delay guarantees, 

but it assures a com
m

itted bandw
idth.T

herefore, it is 
suited fo

r elastic traffic
that requires som

e 
perform

ance guarantees.

A
 typical user of this service could be a com

pany doing 
business on the W

eb w
illing to pay a certain price to 

m
ake its service reliable and give its users a fast feel of 

its W
eb site.

B
andw

idth

U
tility

com
m

itted
bandw

idth

A
ssu

red
 S

ervice
assu

res a m
in

im
u

m
level o

f p
erfo

rm
an

ce
fo

r elastic traffic
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B
est E

ffo
rt S

ervice

B
est E

ffo
rt S

ervice
does not provide any kind of delay 

or bandw
idth guarantees. It is m

eant to be used fo
r 

n
o

n
-Q

o
S

traffic.

It should be used for elastic traffic only; w
ith real-tim

e 
traffic there is the danger of experiencing a null 
perform

ance.

B
andw

idth

U
tilityb

an
d

w
id

th
 ran

g
e w

ith
 B

est 
E

ffo
rt

p
erfo

rm
an

ce
alw

ays
p

o
sitive
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A
ssu

red
 an

d
 B

est E
ffo

rt S
ervices: E

n
d

 
S

ystem
s

M
arkin

g
:

P
ackets are classified in

-p
ro

file
if they 

belong to a user that has contracted a specific capacity 
w

ith the A
ssured S

ervice and stays w
ithin the expected 

capacity profile, and are classified o
u

t-o
f-p

ro
file

otherw
ise.

A
ssured S

ervice
packet input

S
et

A
-bit

T
est if

token

A
ssured S

ervice rate
contracted by the user

packet
output

B
est E

ffort
packet input

in
-p

ro
file

o
u

t-o
f-p

ro
file

noyes
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A
ssu

red
 an

d
 B

est E
ffo

rt S
ervices: 

C
o

re R
o

u
ters

F
o

rw
ard

in
g

:
A

ll packets, in-profile and out-of-profile, 
are put into the sam

e queue: the low
-priority queue. 

T
he low

-priority queue is m
anaged in such a w

ay that 
congestion leads to dropping the out-of-profile packets 
first, w

hile in-profile packets are very unlikely to be 
dropped. T

his w
ill be true as long as the adm

ission 
control is such that in-profile packets alone do not 
congest the netw

ork.

P
-bit set ?

yes
high-priority

queue

no
low

-priority
queue

priority
scheduler

in
-p

ro
file

o
u

t-o
f-p

ro
file
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A
d

m
issio

n
 C

o
n

tro
l

A
d

m
issio

n
 C

o
n

tro
lis necessary in order to guarantee 

that:
•

P
rem

ium
 S

ervice traffic is lim
ited to som

e sm
all 

am
ount (say, 20 %

) of the bandw
idth of input links.

•
In-profile packets of A

ssured S
ervice alone do not 

congest the netw
ork.

T
his is perform

ed w
ith the B

andw
idth B

roker (B
B

):

•
T

he B
B

 keeps track of all P
rem

ium
/A

ssured S
ervice 

contracted in the netw
ork.

•
B

ased on this inform
ation it decides w

hether new
 

requests can be granted.

D
esign and im

plem
entation of bandw

idth brokers for 
the Internet is still a research issue.
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D
iffS

erv
S

u
m

m
ary

•
E

dge routers keep per-flow
 state for the flow

s 
traversing them

 (a sm
all num

ber).

•
C

ore routers do not need to keep per-flow
 state.

•
H

ow
to assign m

arks to IP
 packets in the end 

system
s is

an application m
atter.

T
he m

ain difficulty w
ith the deploym

ent of the IE
T

F
’s 

D
iffS

erv
is adm

ission control to be provided by a 
bandw

idth broker w
hich is not yet w

ell defined.


