
A
 G

raduate C
ourse on 

M
ultim

edia T
echnology

2. C
om

pression, 
P

art a

2a-1
©

 W
olfgang E

ffelsberg, 
R

alf S
teinm

etz

2. C
o

m
p

ressio
n

 A
lg

o
rith

m
s fo

r 
M

u
ltim

ed
ia

D
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f D
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o
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p
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o
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p
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2.1 F
u

n
d

am
en

tals o
f D

ata 
C

o
m

p
ressio

n

M
o

tivatio
n

: h
u

g
e vo

lu
m

e o
f th

e d
ata

T
ext

1 page w
ith 80 charachters/line and 64 lines/page and 

1 byte/char
results in 80 * 64 * 1 * 8 =

 40 kb
it/p

ag
e

S
till im

ag
e

24 bits/pixel, 512 x 512 pixel/im
age results in 512 x 512 x 24 =

 
8 M

b
it/im

ag
e

A
u

d
io

C
D

quality, sam
pling rate 44,1 K

H
z, 16 bits

per sam
ple

results 
in 44,1 x 16 =

 706 kbit/s stereo: 1,412 M
b

it/s

V
id

eo
F

ull-size fram
e

1024 x 768 pixel/fram
e, 24 bits/pixel, 

30 fram
es/s results in 1024 x 768 x 24 x 30 =

 566
M

b
it/s.

M
ore

realistic: 360 x 240 pixel/fram
e, 360 x 240 x 24 x 30 =

 60 
M

b
it/s

=
>

 S
torage

and transm
ission

of m
ultim

edia
stream

s
require 

com
pression!!
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P
rin

cip
les o

f D
ata C

o
m

p
ressio

n

1.
L

o
ssless

C
o

m
p

ressio
n

)

•
T

he original can be reconstructed perfectly

•
C

om
pression rates of 2:1 up to 50:1 are typical

•
E

xam
ple: H

uffm
an-C

oding

2.
L

o
ssy

C
o

m
p

ressio
n

•
T

here is a difference betw
een the original object and 

the reconstructed object

•
P

hysiological and psychological properties of the ear 
and eye are taken into account

•
H

igher com
pression rates are possible than w

ith 
lossless com

pression (e.g. up to 100:1)
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S
im

p
le L

o
ssless

A
lg

o
rith

m
s:

P
attern

 S
u

b
stitu

tio
n

E
xam

p
le 1:          A

B
C

 -> 1; E
E

 -> 2

E
xam

p
le 2:

N
ote that both algorithm

s lead to the sam
e 

com
pression rate in this exam

ple.
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R
u

n
 L

en
g

th
 C

o
d

in
g

P
rin

cip
le

R
eplace all repetitions of the sam

e sym
bol in the text 

(„runs“) by a repetition counter and the sym
bol.

E
xam

p
le

T
ext:

A
A

A
A

B
B

B
A

A
B

B
B

B
B

C
C

C
C

C
C

C
C

D
A

B
C

B
A

A
B

B
B

B
C

C
D

E
ncoding:  4A

3B
2A

5B
8C

1D
1A

1B
1C

1B
2A

4B
2C

1D

A
s w

e can see, w
e can only expect a good com

pression 
rate w

hen long runs occur frequently. 

E
xam

ples in text docum
ents are long runs of blanks, 

leading zeroes or strings of „w
hite“ in gray-scale im

ages.
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R
u

n
 L

en
g

th
 C

o
d

in
g

 fo
r B

in
ary F

iles

W
hen dealing w

ith binary files w
e are sure that a run of “1“s is

alw
ays follow

ed by a run of “0“s
and vice versa. It is thus 

sufficient to store the repetition counters only!

E
xam

p
le

000000000000000000000000000011111111111111000000000  28 14 9
000000000000000000000000001111111111111111110000000  26 18 7
000000000000000000000001111111111111111111111110000  23 24 4
000000000000000000000011111111111111111111111111000  22 26 3
000000000000000000001111111111111111111111111111110  20 30 1

000000000000000000011111110000000000000000001111111  19  7 18 7
000000000000000000011111000000000000000000000011111  19  5 22 5
000000000000000000011100000000000000000000000000111  19  3 26 3
000000000000000000011100000000000000000000000000111  19  3 26 3
000000000000000000011100000000000000000000000000111  19  3 26 3
000000000000000000011100000000000000000000000000111  19  3 26 3
000000000000000000001111000000000000000000000001110  20  4 23 3 1
000000000000000000000011100000000000000000000111000  22  3 20 3 3

011111111111111111111111111111111111111111111111111   1 50
011111111111111111111111111111111111111111111111111   1 50
011111111111111111111111111111111111111111111111111   1 50
011111111111111111111111111111111111111111111111111   1 50
011111111111111111111111111111111111111111111111111   1 50
011000000000000000000000000000000000000000000000011   1  2 46 2
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V
ariab

le L
en

g
th

 C
o

d
in

g

C
lassical character codes use the sam

e num
ber of bits 

for each character. W
hen the frequency of occurrence 

is different for different characters, w
e can use few

er 
bits for frequent characters and m

ore bits for rare 
characters.

E
xam

p
le

C
o

d
e 1:

A
B

C
D

E
.
.
.

1
2

3
4

5
...(binary)

E
ncoding of A

B
R

A
C

A
D

A
B

R
A

 w
ith constant bit length 

(=
5 B

its):
0
0
0
0
1
0
0
0
1
0
1
0
0
1
0
0
0
0
0
1
0
0
0
1
1
0
0
0
0
1
0
0
1
0
0
0
0
0
0
1

0
0
0
1
0
1
0
0
1
0
0
0
0
0
1

C
o

d
e 2:

A
B

R
C

D

0
1

0
1

1
0

1
1

E
ncoding

:
0
 

1
 
 
0
1
 
 
0
 
 
1
0
 
 
0
 
 
1
1
 
 
0
 
 
1
 
 

0
1

0
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D
elim

iters

C
ode 2 can only be decoded unam

biguously w
hen 

delim
iters are stored w

ith the
codew

ords. T
his can 

increase the size of the encoded string considerably.

Id
ea

N
o code w

ord should be the prefix of another 
codew

ord! W
e w

ill then no longer need delim
iters.

C
o

d
e 3:

E
ncoded

string:
1
1
0
0
0
1
1
1
1
0
1
0
1
1
1
0
1
1
0
0
0
1
1
1
1

A
1

1
B

0
0

R
0

1
1

C
0

1
0

D
1

0
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R
ep

resen
tatio

n
 as a T

rie

A
n obvious m

ethod to represent such a code as a 
T

R
IE

. In fact, any T
R

IE
 w

ith M
 leaf nodes can be used 

to represent a code for a string containing M
 different 

characters. 

A
s tw

o exam
ples the figure on the next page show

s tw
o 

codes w
hich can be used for A

B
R

A
C

A
D

A
B

R
A

. T
he 

code for each character is represented by the path from
 

the root of the T
R

IE
 to that character w

here “0“ goes to 
the left, “1“ goes to the right, as is the convention for
T

R
IE

s. 

T
he T

R
IE

 on the left corresponds to the encoding of 
A

B
R

A
C

A
D

A
B

R
A

 on the previous page, the T
R

IE
 on 

the right generates the follow
ing encoding:

0
1
1
0
1
0
0
1
1
1
1
0
1
1
1
0
0
1
1
0
1
0
0

w
hich is tw

o bits shorter. 
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T
w

o
 T

ries fo
r o

u
r E

xam
p

le

T
he T

R
IE

 representation guarantees that no codew
ord 

is the prefix of another codew
ord!T

hus the encoded bit 
string can be uniquely decoded.
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H
u

ffm
an

 C
o

d
e

N
ow

 the question arises how
 w

e can find the b
est

variable-length code for given character frequencies 
(or probabilities). T

he algorithm
 that solves this 

problem
 w

as found by D
avid H

uffm
an in 1952.

A
lg

o
rith

m
 G

en
erate-H

u
ffm

an
-C

o
d

e
1.

D
eterm

ine the frequencies of the characters and 
m

ark the leaf nodes of a binary tree (to be built) w
ith 

them
.

2.
O

ut of the tree nodes not yet m
arked as D

O
N

E
, 

take the tw
o w

ith the sm
allest frequencies and 

com
pute their sum

.

3.
C

reate a parent node for them
 and m

ark it w
ith the 

sum
. M

ark the branch to the left son w
ith 0, the one 

to the right son w
ith 1.

4.
M

ark the tw
o son nodes as D

O
N

E
. W

hen there is 
only one node not yet m

arked as D
O

N
E

, stop (the 
tree is com

plete). O
therw

ise, continue w
ith step 2.
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H
u

ffm
an

 C
o

d
e, E

xam
p

le

P
robabilities of the characters:

p(A
) =

 0.3; p(B
) =

 0.3; p(C
) =

 0.1; p(D
) = 0.15; 

p(E
) =

 0.15
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H
u

ffm
an

 C
o

d
e, w

h
y is it o

p
tim

al?

C
haracters w

ith higher probabilities are closer to the 
root of the tree and thus have shorter codew

ord 
lengths; thus it is a good code. It is even the best 
possible code!

R
easo

n
:

T
he length of an encoded string equals the w

eighted 
outer path length of the H

uffm
an

tree.

T
o com

pute the “w
eighted outer path length“ w

e first 
com

pute the product of the w
eight(frequency counter) 

of a leaf node w
ith its distance from

 the root. W
e then 

com
pute the sum

 of all these values
over the leaf 

nodes. T
his is obviously the sam

e as sum
m

ing up the 
products of each character‘s codew

ord length w
ith its

frequency
of occurrence.

N
o other tree w

ith the sam
e frequencies attached to the 

leaf nodes has a sm
aller w

eighted path length than the 
H

uffm
an tree.
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S
ketch

 o
f th

e P
ro

o
f

W
ith the sam

e building process another tree could be 
constructed but w

ithout alw
ays com

bining the tw
o 

nodes w
ith the m

inim
al frequencies. W

e can show
 by 

induction that no other such strategy w
ill lead to a 

sm
aller w

eighted outer path length than the one that 
com

bines the m
in

im
alvalues in each step.
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D
eco

d
in

g
 H

u
ffm

an
 C

o
d

es (1)

A
n obvious possibility is to use the T

R
IE

:

1.
R

ead the input stream
 sequentially and traverse the 

T
R

IE
 until a leaf node is reached.

2.
W

hen a leaf node is reached, output the character 
attached to it.

3.
W

hen reading the next bit, start again
at the root of 

the T
R

IE
.

O
b

servatio
n

:
T

he input bit rate is constant, but the output character 
rate is variable.
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D
eco

d
in

g
 H

u
ffm

an
 C

o
d

es (2)

A
s an alternative w

e can use a d
eco

d
in

g
 tab

le.

C
reatio

n
 o

f th
e d

eco
d

in
g

 tab
le:

•
If the longest codew

ord has L bits the table has 2
L

entries.

•
Letc

i be the codew
ord for character

s
i . Letc

i have
li bits. W

e then create 2
L-lientries in the table. In 

each of these entries the firstli bits are equal to
c

i , 
and the rem

aining
bits take on all possible L-li

binary com
binations.

•
A

t all these addresses of the table w
e enter

s
i as 

the character recognized, and w
e w

ill rem
em

ber
li

as the length of the codew
ord.
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D
eco

d
in

g
 w

ith
 th

e T
ab

le (3)

A
lg

o
rith

m
 T

ab
le-B

ased
 H

u
ffm

an
 D

eco
d

er

1.
R

ead L bits from
 the input stream

 into a buffer.

2.
U

se the buffer as the address into the table and 
output the recognized character

s
i .

3.
R

em
ove the firstli bits from

 the buffer and pull in the 
nextli bits from

 the input bit stream
.

4.
C

ontinue w
ith step 2.

O
b

servatio
n

•
T

able-based H
uffm

an decoding is fast.

•
T

he output character rate is constant, but the input 
bit rate is variable.
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H
u

ffm
an

 C
o

d
e, C

o
m

m
en

ts

•
A

 very good code for m
any practical purposes.

•
C

an only be used w
hen the frequencies (or 

probabilities) of the characters are know
n in advance.

•
V

ariant: D
eterm

ine the character frequencies 
separately for each new

 docum
ent and store/transm

it 
the code tree/table w

ith the data. 

•
N

ote that a loss in “optim
ality“ com

es from
 the fact 

that each character m
ust be encoded w

ith a fixed
num

ber of bits, and thus the codew
ord lengths do not 

m
atch the frequencies exactly (consider a code for 

three characters A
, B

 and C
, each occurring w

ith a 
frequency of 33 %

).
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L
em

p
el-Z

iv C
o

d
e

Lem
pel-Z

iv codes are an exam
ple of the large group of 

dictionary-based codes.

D
ictio

n
ary: A

 table of character strings w
hich is used 

in the encoding process.

E
xam

p
le

T
he w

ord “lecture“ is found on page x
4 , line y

4 of the 
dictionary. It can thus be encoded as (x

4 ,y
4 ).

A
 sentence such as  „this is a lecture“ can then be 

encoded as a sequence of tuples (x
1 ,y

1 ) (x
2 ,y

2 ) (x
3 ,y

3 ) 
(x

4 ,y
4 ).
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D
ictio

n
ary-B

ased
 C

o
d

in
g

 T
ech

n
iq

u
es

S
tatic tech

n
iq

u
es:

T
he exists before a string is encoded and is not 

changed, neither in the encoding nor in the decoding 
process.

D
yn

am
ic tech

n
iq

u
es:

T
he dictionary is created “on the fly“ during the 

encoding process, at the sending (and som
etim

es also 
at the receiving) side.

L
em

p
el an

d
 Z

iv
have proposed an especially brilliant 

dynam
ic, dictionary-based technique (1977). V

ariants 
of this techniques are used very w

idely today for 
lossless com

pression. A
n exam

ple is LZ
W

 
(Lem

pel/Z
iv/W

elch) w
hich is invoked w

ith the U
nix 

c
o
m
p
r
e
s
s

com
m

and.  

T
he w

ell-know
n T

IF
F

 form
at (T

ag Im
age F

ile F
orm

at) is 
also based on Lem

pel-Z
iv coding.
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Z
iv-L

em
p

el C
o

d
in

g
, th

e P
rin

cip
le

Id
ea (p

retty b
rig

h
t!)

T
he current piece of the m

essage can be encoded as a 
reference to an earlier (identical) piece of the m

essage. T
his 

reference w
ill usually be shorter than the piece itself. 

A
s the m

essage is processed, the dictionary is created 
dynam

ically.

L
Z

W
 A

lg
o

rith
m

I
n
i
t
i
a
l
i
z
e
S
t
r
i
n
g
T
a
b
l
e
(
)
;

W
r
i
t
e
C
o
d
e
(
C
l
e
a
r
C
o
d
e
)
;

ω
=
 
t
h
e
 
e
m
p
t
y
 
s
t
r
i
n
g
;

f
o
r
 
e
a
c
h
 
c
h
a
r
a
c
t
e
r
 
i
n
 
s
t
r
i
n
g
 
{

K
 
=
G
e
t
N
e
x
t
C
h
a
r
a
c
t
e
r
(
)
;

i
f
 ω

+
 
K
 
i
s
 
i
n
 
t
h
e
 
s
t
r
i
n
g
 
t
a
b
l
e
 
{

ω
=ω

+
K
 
/
*
 
S
t
r
i
n
g
 
c
o
n
c
a
t
e
n
a
t
i
o
n
*
/

}
 
e
l
s
e
 
{

W
r
i
t
e
C
o
d
e
(
C
o
d
e
F
r
o
m
S
t
r
i
n
g
(ω

)
)
;

A
d
d
T
a
b
l
e
E
n
t
r
y
(ω

+
K
 
)
;

ω
=
K
 

}
 

}W
r
i
t
e
C
o
d
e
(
C
o
d
e
F
r
o
m
S
t
r
i
n
g
(ω

)
)
;
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L
Z

W
, E

xam
p

le
1, E

n
co

d
in

g

A
lphabet:

X
 =

 {A
, B

, C
}

M
essage:

A
B

A
B

C
B

A
B

A
B

E
ncoded m

essage:     1
 
2
 
4
 
3
 
5
 
8

C
3

B
2

A
1 0

E
n

try
In

d
ex

D
IC

T
IO

N
A

R
Y
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L
Z

W
 A

lg
o

rith
m

: D
eco

d
in

g
 (1)

N
ote that the decoding algorithm

 also creates the 
dictionary dynam

ically, the dictionary is not transm
itted!

W
h
i
l
e
(
(
C
o
d
e
=
G
e
t
N
e
x
t
C
o
d
e
(
)
 
!
=
E
o
f
C
o
d
e
)
{
 

i
f
 
(
C
o
d
e
 
=
=

C
l
e
a
r
C
o
d
e
)

{
I
n
i
t
i
a
l
i
z
e
T
a
b
l
e
(
)
;

C
o
d
e
 
=
G
e
t
N
e
x
t
C
o
d
e
(
)
;

i
f
 
(
C
o
d
e
=
=
E
o
f
C
o
d
e
)

b
r
e
a
k
;

W
r
i
t
e
S
t
r
i
n
g
(
S
t
r
i
n
g
F
r
o
m
C
o
d
e
(
C
o
d
e
)
)
;

O
l
d
C
o
d
e

=
 
C
o
d
e
;

}
 
/
*
 
e
n
d
 
o
f
C
l
e
a
r
C
o
d
e

c
a
s
e
 
*
/

e
l
s
e
 

{
 i
f
 
(
I
s
I
n
T
a
b
l
e
(
C
o
d
e
)
)
 

{
W
r
i
t
e
S
t
r
i
n
g
(
S
t
r
i
n
g
F
r
o
m
C
o
d
e
(
C
o
d
e
)
 
)
;

A
d
d
S
t
r
i
n
g
T
o
T
a
b
l
e
(
S
t
r
i
n
g
F
r
o
m
C
o
d
e
(
O
l
d
C
o
d
e
)
+

F
i
r
s
t
C
h
a
r
(
S
t
r
i
n
g
F
r
o
m
C
o
d
e
(
C
o
d
e
)
)
)
;

O
l
d
C
o
d
e
=
 
C
o
d
e
;

} 
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m

: D
eco

d
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g
 (2)

e
l
s
e
 

{
/
*
c
o
d
e
s
i
n
n
o
t

i
n
 
t
a
b
l
e
 
*
/

O
u
t
S
t
r
i
n
g
=
S
t
r
i
n
g
F
r
o
m
C
o
d
e
(
O
l
d
C
o
d
e
)
 
+

F
i
r
s
t
C
h
a
r
(
S
t
r
i
n
g
F
r
o
m
C
o
d
e
(
O
l
d
C
o
d
e
)
)
)
;

W
r
i
t
e
S
t
r
i
n
g
(
O
u
t
S
t
r
i
n
g
)
;

A
d
d
S
t
r
i
n
g
T
o
T
a
b
l
e
(
O
u
t
S
t
r
i
n
g
)
;

O
l
d
C
o
d
e
=
 
C
o
d
e
;

}

}

}
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n
co

d
in

g
 (1)

O
ur alphabet is {A

,B
,C

,D
}. W

e encode the string 
A

B
A

C
A

B
A

. In the first step w
e initialize the code table:

1 =
 A

2 =
 B

3 =
 C

4 =
 D

W
e read A

 from
 the input. W

e find A
 in the table and 

keep A
 in the buffer. W

e read B
 from

 the input into the 
buffer and now

 consider A
B

. A
B

 is not in the table, w
e 

add A
B

 w
ith index 5, w

rite 1 for A
 into the output and 

rem
ove A

 from
 the buffer. T

he buffer only contains B
 

now
. N

ext, w
e read A

, consider B
A

, add B
A

 as entry 6 
into the table and w

rite 2 for B
 into the output, etc.
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(2)

A
t the end the code table is

1 =
 A

2 =
 B

3 =
 C

4 =
 D

5 =
 A

B
6 =

 B
A

7 =
 A

C
8 =

 C
A

9 =
 A

B
A

.

T
he output data stream

 is   1  2  1  3  5  1.

N
ote that only the initial table is transm

itted! T
he 

decoder can construct the rest of the table dynam
ically.

In practical applications the size of the code table is 
lim

ited. T
he actual size is a trade-off betw

een coding 
speed and com

pression rate.
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•
T

he dictionary is created dynam
ically during the 

encoding and decoding process. It is neither stored 
nor transm

itted.

•
T

he dictionary adapts dynam
ically to the properties 

of the character string.
•

W
ith length N

 of the original m
essage, the encoding 

process is of com
plexity O

(N
). W

ith length M
 of the 

encoded m
essage, the decoding process is of 

com
plexity O

(M
). T

hese are thus very efficient 
processes. S

ince several characters of the input 
alphabet are com

bined into one character of the 
code, M

 <
=

 N
.
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T
yp

ical C
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m
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ressio
n

 R
ates

T
ypicalexam

ples
of file

sizes
in %

 of the
original size

30 %
50 %

T
ext

55 %
80 %

m
achine 

code

45 %
65 %

C
 source 

code

E
n

co
d

ed
 

w
ith

 
L

em
p

el-Z
iv

E
n

co
d

ed
 

w
ith

 
H

u
ffm

an

T
yp

e o
f file
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F
rom

 an inform
ation theory point of view

, the H
uffm

an 
code is not quite optim

al since a codew
ord m

ust alw
ays 

consist of an integer num
ber of bits even if this does 

not correspond exactly to the frequency of occurrence 
of the character. A

rith
m

etic co
d

in
g

solves this 
problem

.

Id
ea

A
n entire m

essage is represented by a floating point 
num

ber
out of the interval [0,1). F

or this purpose the 
interval [0,1) is repeatedly subdivided according to the 
frequency of the next sym

bol. E
ach new

 sub-interval 
represents one sym

bol. W
hen the process is com

pleted 
the shortest floating point num

ber contained in the 
target interval is chosen as the representative for the 
m

essage.
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lg
o

rith
m

A
lg

o
rith

m
 A

rith
m

etic E
n

co
d

in
g

1.
B

egin in front of the first character of the input 
stream

, w
ith the current intervalset to

[0,1).

2.
R

ead the next character from
 the input stream

. 
S

ubdivide the current interval according to the 
frequencies of all characters of the alphabet. S

elect 
the subinterval corresponding to the current 
character as the next current interval.

3.
If you reach the end of the input stream

 or the
end 

sym
bol, go

to step 4. O
therw

ise go to step 2.

4.
F

rom
 the current (final) interval, select the floating 

point num
ber that you can represent in the 

com
puter w

ith the sm
allest num

ber of bits. T
his 

num
ber is the encoding of the string.
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A
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g

, th
e D

eco
d

in
g

 A
lg

o
rith

m

A
lg

o
rith

m
 A

rith
m

etic D
eco

d
in

g

1.
S

ubdivide the interval [0,1) according to the 
character frequencies, as described in the encoding 
algorithm

, up to the m
axim

um
 size of a m

essage.

2.
T

he
encoded

floating point num
ber uniquely 

identifies one particular subinterval.

3.
T

his subinterval uniquely identifies one particular 
m

essage. O
utput the m

essage.
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A
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C
o

d
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g
, E

xam
p

le

A
lphabet =

 {A
,B

,C
}

F
requencies

(probabilities): 
p(A

) =
 0.2;

p(B
) =

 0.3;
p(C

) =
 0.5

M
esages:  A

C
B

 A
A

B
 (m

axim
um

 size of a m
esse is 3).

E
n

co
d

in
g

 o
f th

e first b
lo

ck:

F
inal interval:

[0.12; 0.15)   choose
e.g. 0.12

0
0
,
2

0
,
5

1

A
B

C

0
0
,
0
4

0
,
1

0
,
2

A
B

C

0
,
1

0
,
1
2

0
,
1
5

0
,
2

A
B

C
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•
T

he encoding depends on the probabilities 
(frequencies) of the characters.T

he higher the 
frequency, the larger the subinterval; the sm

aller the 
num

ber of bits needed to represent it.

•
T

he code length reaches the theoreticaloptim
um

: 
T

he num
ber of bits used for each character need not

be an integer. It can approach the real probability 
better than w

ith the H
uffm

an code.

•
T

here are several possibilities to term
inate the 

encoding process:

•
T

he length of each block is know
n to sender and 

receiver.
•

T
here is a fixed num

ber of bits of the m
antissa 

(know
n to sender and receiver).
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A
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m
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o
d

in
g

, P
ro

b
lem

s

•
T

he precision of floating point num
bers is m

achine-
dependent. O

verflow
 and underflow

 can happen.

•
D

ecoding can only begin after the full num
ber has 

been received. T
he num

ber can have m
any bits in the 

m
antissa.

•
O

ne bit error destroys the entire m
essage.


