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Abstract—In this paper we present an optimized approach to
capture high dynamic range (HDR) images. It is based on existing
methods of creating HDR images by fusing a set of differently
exposed low dynamic range (LDR) images. We optimize the
capturing process of LDR images towards improved capture
speed by using partial re-exposures. That is, we make use of
the idea that it is not always necessary to capture full size
images when only small portions of the scene require HDR. By
analyzing captured images for badly exposed regions and re-
exposing selectively, we save overall capture time and increase
the frame rate when image sequences are recorded.

I. INTRODUCTION

Natural scenes usually have a range of brightness values
that exceeds the capabilities of digital capturing devices by far.
Traditional “low dynamic range” (LDR) imaging devices often
cannot capture their full dynamic range, especially that of
back-lit scenes. This leads to under- and overexposed pixels in
the captured images, and information on brightness differences
between these pixels is lost. A variety of methods have been
proposed to capture “high dynamic range” (HDR) images to
overcome these limitations [1]. Most of them can be classified
into three categories: temporally varying exposure, multiple
capture devices, and extended dynamic range of the image
sensor. All categories have their individual pros and cons when
used for the creation of HDR images.

The most popular approach is using a set of LDR images
captured in quick sequence at different exposure settings
[2][3][4][5]. Each LDR image then captures one facet of
the scene’s dynamic range. While low exposure images show
more contrast in bright areas, the images captured with high
exposure reveal all details in darker regions. When fused
together, an HDR image is created that covers the full dynamic
range of the scene. An obvious disadvantage of this approach
is the increase of capture time required to record a scene.
Also, this class of methods is only suited for scenes with
little motion where the image sequence can be merged into
one consistent picture. The amount of scene motion allowed
is directly related to the increase in capture time: The longer
it takes to capture all the required images, the stronger the
aliasing effects of motion between the shots will be.

Another approach to HDR image capturing uses multiple
LDR capture devices simultaneously [6][7][8]. Beam splitters
are used to allow an array of LDR cameras to view the same
scene at the same time. The shutter speeds of the cameras
differ from each other in order to achieve an effect similar

to the temporally varying exposures described before. With
multiple cameras, an entire set of LDR images that covers the
scene’s full dynamic range can be captured at once, leading to
increased capture speed compared to the previously described
method. As a drawback, this leads to a significant increase of
hardware costs.

In contrast to the two classes described above, a third class
of HDR capturing methods attempts to extend the dynamic
range of the image sensor itself, rather than relying on multiple
images or multiple sensors. This can be achieved, for example,
by repeatedly resetting the sensor cells during integration,
effectively leading to an increase in full-well capacity. Similar
to this, logarithmic image sensors can be used that increase
the sensor’s dynamic range via logarithmic compression1.
Other approaches use spatially varying exposures to sacrifice
spatial resolution for dynamic range [9], adaptive pixels [10]
or use the time taken for a pixel to saturate as a measure
of scene radiance [11]. Common to all approaches that lie
within this category is the raise in costs for sophisticated
imaging hardware. Their clear advantage though is their ability
to capture images with an extended dynamic range directly,
without the necessity of LDR image fusion.

In this paper, we present an improved approach to capture a
sequence of LDR images with varying exposures using a single
camera. Instead of capturing LDR images at fixed shutter
settings (fixed exposures), we adapt these settings and the
number of exposures to the dynamic range of the given scene.
Additionally, we make use of the idea that it might not always
be necessary to capture a full image at one exposure setting if
only a few image areas require HDR. We have developed an
algorithm that detects badly exposed regions in an image and
triggers the camera to re-capture only these potentially much
smaller regions selectively. Reducing the image size like this
decreases the overall capture time of an image significantly
while avoiding the disadvantages of the other approaches.

This paper is structured as follows. In Section 2, we analyze
the relationship between image capture parameters (e.g., image
size and shutter speed) and the resulting capture time. We de-
scribe our new algorithm for selecting image regions of interest
and doing re-exposure in the following section. Additionally,
we show our way of improving the capture performance

1Examples for extended dynamic range image sensors are: SMaL camera,
Pixim, SpheroCam HDR, LadyBug camera
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by parallelizing image capturing and image analysis. The
experimental results in Section 4 illustrate that the overall
time to capture images can be reduced significantly by our
approach. We end the paper with conclusions and an outlook.

II. PROPERTIES OF “TRUE PARTIAL SCAN”

Many industrial FireWire CCD cameras have a feature
called “true partial scan”2. It allows the definition of a rectan-
gular sub-area of cells on the CCD sensor – a region of interest
(ROI) – to be read out while all other cells are being discarded.
As a result, the time needed to read out the relevant parts of
the CCD sensor and transmit the image data over the FireWire
bus is reduced, leading to a higher frame rate at lower image
sizes.

We first identify relevant camera parameters that influence
capture speed and infer general rules for the choice of param-
eters in Section II-A. We then apply the model exemplarily to
a specific camera in Section II-B.

A. Parameters and general rules

The relevant parameters in our scenario are:

• shutter speed setting,
• position of the ROI on the CCD sensor, and
• width and height of the ROI to be captured.

The shutter speed setting determines how long the sensor
cells are exposed to light before being read out and transmitted
to the PC. This value imposes a delay in the capturing process
and is added to the overall capture time.

The position of the ROI on the CCD sensor has no
significant influence on capture time. Any ROI of a given
size requires the same amount of time to be read out and
transmitted, no matter where it is located on the sensor.

The ROI size has the most interesting influence on capture
speed. Increasing the height of the ROI leads to a linear
increase in capture time. This is obvious because CCD sensors
are usually read out row by row at a constant frequency, while
rows that are not to be captured are discarded completely.
Contrary to this, no time can be saved by decreasing the ROI
width because the read-out time of a row on the sensor is
constant. The ROI width merely determines the number of
bytes per read-out cycle produced by the camera. This data
is split into packets of a fixed size and sent over the bus at
the bus’ own cycle frequency. Since the bus packet size can
only be set in discrete steps, a slight increase in capture time
is perceived when decreasing the ROI width.

From these considerations, we can conclude the following:

• The position of ROIs to be captured is irrelevant.
• Given that the camera’s data rate does not exceed the

bandwidth of the FireWire bus, it is most efficient to
capture images at full width.

• The height of a ROI to be captured should be chosen as
small as possible.

Additionally, some CCD cameras require a minimum total
image size to capture efficiently. Since the image width is

2Sometimes terms like “selectable region of interest” and others are used.

fixed, this requirement results in a lower bound for the ROI
height hmin.

At full image width, the total capture time in milliseconds
at a given shutter setting s and image height h can be modeled
as

T (s, h) = a + s + c + v ∗ h, (1)

where a is the time to set up an image buffer of appropriate
size and to allocate bandwidth on the bus. c and v are the
camera-specific constant and variable capture costs. a, c and
v need to be determined experimentally as described in Section
II-B.

Note that the constant cost of image capturing (a + s + c)
can exceed the variable cost v ∗ h for small ROI heights by
far. Instead of capturing two close but distinct ROIs, it can
therefore be more efficient to capture both regions and the area
in between in one step. According to the above considerations,
the distance between two ROIs can be expressed by the
number d of image rows between them. It is more efficient
to merge two regions and capture d additional rows rather
than capturing twice and doubling the constant cost if

v ∗ d < a + s + c ⇔ d <
a + s + c

v
. (2)

B. Estimating capture costs

In our experiments, we used an AVT Marlin F-145B2
FireWire camera with a maximum resolution of 1392 by 1040
pixels, B/W. It allows shutter values ranging from 0.02 ms to
81.9 ms and features “true partial scan”.

To estimate the camera-specific coefficients, we captured
images at different heights and measured the time taken. We
kept the image width constant at 1392 pixels and varied the
height from 10 to 1040 in steps of 10, measuring each size
five times for an average. The shutter speed was set to the
minimum possible value of 0.02 ms and subtracted later. The
time to allocate image buffers and bus bandwidth and to trigger
the camera was averaged over all image sizes, resulting in
a value of a = 20.36 ms. For each individual exposure, we
started to measure the capture time after triggering and stopped
when the image was fully received. The results are shown in
Figure 1. As can be seen from the plot, it is inefficient to
capture ROIs with a height of less than 48 rows – this is where
the total image size falls below 64 kB. As a consequence of
this characteristic trait, we set hmin to 48 for our camera. In
order to estimate c and v, we fit a regression line to the sample
data starting from h = 50 and obtained the values c = 25.63
ms and v = 0.09778 ms per row.

For our camera, the total time to capture an image of full
width, height h and shutter speed s can therefore be calculated
as

T (s, h) = 20.36 + s + 25.63 + 0.09778 ∗ h. (3)

III. THE PARTIAL HDR ALGORITHM

Our algorithm to capture HDR images using partial re-
exposures of poorly exposed regions can be divided into the
following steps:
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Fig. 1. Measured capture time in milliseconds for ROIs of a given height
and full width.

1) Capture a base image of the scene at full resolution and
an initial shutter setting,

2) Search the captured image for under- or overexposed
pixels,

3) Group these pixels into ROIs for re-exposure and deter-
mine an appropriate shutter speed setting,

4) Re-Capture all ROIs from the previous step with differ-
ent shutter settings and repeat from 2 using each newly
captured image,

5) If no more under- or overexposed regions have been
found, create an HDR image from the set of exposures.

The algorithm explores the base image and all subsequently
captured partial images iteratively and captures at only as
many shutter speeds as necessary to cover the full dynamic
range of the scene. As a side effect, it is insensitive to changes
of the initial shutter setting. We use an initial setting of 20.48
ms throughout this paper.

In order to search captured images for under- or overex-
posed pixels, we first need a criterion that describes being
“well exposed”. We introduce a simple criterion based on the
brightness value of an image pixel: A pixel is valid if its
brightness value p lies within an interval [pmin, pmax] and
is invalid otherwise. In other words, very dark or very bright
pixels are poorly exposed (invalid) and are considered for re-
exposure. We use an 8-bit industrial camera with very little
dark noise and choose [pmin, pmax] = [10, 254]. The choice
for pmin is more or less arbitrary and can be adjusted to the
needs of the particular application.

We make the assumption that the scene is static during the
entire capturing procedure and that the camera is stationary.

A. Determining ROIs for re-exposure

This Section describes the main part of our work: The
analysis of an image for invalid pixels and the identification
of rectangular image areas to be captured again at different
shutter speeds. We derive the latter mostly from the results of
Section II.

The ROI detection process starts with the first captured

image – the base image. It is the only image that is searched for
both under- and overexposed pixels. All subsequently recorded
images have either lower or higher shutter speeds than the
original image and are only analyzed towards their corre-
sponding direction. The two directions “higher shutter speeds”
and “lower shutter speeds” are performed independently but in
parallel to some degree, as can be seen later in Section III-C.

Our considerations in Section II have shown that no per-
formance gain can be achieved by capturing images at less
than full width. We therefore restrict the set of possible ROIs
to those with a width equal to the full width of the CCD
sensor. Such a region is fully described by the location of
the first row belonging to the ROI and its height. Thus, as
a first step in determining areas for re-exposure, a histogram
is created with as many bins as the number of rows in the
image to be considered. Each bin stores the number of invalid
pixels found in its corresponding image row. Note that two
histograms must be created for the base image. For all later
images, one histogram for either under- or overexposed pixel
counts is sufficient.

From now on, only row histograms counting invalid pixels
are considered, reducing the problem of finding ROIs to a one-
dimensional one. As a preprocessing step, a morphological
closing is done to the row histogram to achieve a preliminary
grouping of nearby rows with high numbers of invalid pixels.
A threshold rmax is then applied to the histogram, marking
those image rows having an invalid pixel count of more than
rmax percent. Marked rows in the histogram are the ones to be
considered for re-exposure. By changing the parameter rmax,
it is possible to adjust the trade-off between capture speed and
image quality: Setting rmax to a lower value results in more
rows to be marked for re-exposure, leading to a lower number
of invalid pixels that remain in the final HDR image, but also
to increased costs for capturing. The influence of rmax on the
image capturing process is further examined in Section IV.

Next, the thresholded row histogram is searched for con-
tiguous runs of marked rows. These constitute the basic ROIs
for re-exposure. Before being pushed into the image capture
queue, they are expanded to a minimum size of hmin rows,
and ROIs that are closer together than d rows are merged into
single regions to accomodate the properties of the camera’s
“true partial scan” feature, discussed in Section II.

Lastly, the detected ROIs are pushed into the queue of
images to be captured. Depending on whether the image was
analyzed for under- or overexposed pixels, the regions will
be re-exposed with either longer or shorter shutter speeds
respectively. In our approach, we double or halve the shutter
speeds. By doing so, there will be enough image pixels that
are valid in both of two consecutive exposures, so they can
be used for planned image registration purposes. As soon as
no more invalid pixels are found in any of the newly captured
images, or the required shutter speed exceeds the camera’s
limits, the algorithm terminates. Therefore, no more shutter
speeds than necessary to capture the scene’s dynamic range
are used.



B. HDR stitching

Once all LDR images have been captured successfully,
using the mechanism described in the previous sections, they
need to be fused together into one single HDR image. We refer
to the process of combining LDR images into an HDR image
as “HDR stitching”. Numerous previous work is dedicated
to this fusion process [2][3][4][12]. In our paper, we put the
focus on image acquisition and use a simple method for HDR
stitching. The SNR of pixels with high brightness values is
higher than that of dark pixels due to the higher influence of
quantization noise in dark regions. For each pixel in the HDR
image, we thus simply compute its radiance value using the
value of the brightest, non-saturated pixel across all exposures.
The search for the brightest, non-saturated pixel can be limited
to the set of exposures that include the respective pixel, and
computation time can be saved.

C. Implementation issues

Our experiments in Section II revealed a phenomenon that
can be utilized for an efficient implementation of the partial
HDR algorithm. From an implementation point of view, the
image capturing process can be divided into two distinct parts.
The first part is the setup phase where an image buffer is
allocated, bandwidth on the bus is reserved, and the camera is
triggered to record an image. In the second phase, the camera
exposes the sensor to the light of the scene, reads out the
currents accumulated in its CCD cells, and sends the image
data over the FireWire bus to the PC where it is written
into memory via “Direct Memory Access” (DMA). During
this second phase, until the image is fully received from the
camera, the CPU is idle. We can therefore use this idle CPU
time to analyze the captured images without adding to the
overall capture time.

In our implementation, we make use of this fact in the
following manner: First the base image I0 is captured. Next,
the base image is analyzed for overexposed regions which
are then put into a re-exposure queue. After these two initial
sequential steps, the algorithm can be parallelized: While the
overexposed regions are re-captured with a shorter exposure
time to create a new image I+1, we use the idle CPU time to
analyze I0 again, this time for underexposed regions. Then,
during the process of capturing the brighter image I−1, the
darker image I+1 is analyzed, and so on.

Our way of implementing this is by using two queues.
One queue contains the images to be analyzed and the other
contains camera settings for images to be captured. In each
step, one element from each queue is considered and both are
processed in parallel. We found that in our setup, capturing
even the smallest possible image took longer than analyzing
a full image. As long as there are more images in the capture
queue, the analysis can thus be performed for free and will
not add to the overall capture time. As a future step of
improvement, it is imaginable to use idle time during the
capturing of a base image – for example to compute the HDR
result from the set of previously captured images in case HDR
image sequences are to be produced.

TABLE I
MEASURED TIME IN MILLISECONDS TAKEN FOR IMAGE CAPTURING,

IMAGE ANALYSIS AND HDR STITCHING. FOR EACH SCENARIO THE TWO
APPROACHES FULL HDR (F) AND PARTIAL HDR (P) WERE EXAMINED.

Scenario Capturing Analysis Stitching Total
Hallway (f) 1263 0 365 1628, 100%
Hallway (p) 954 77 274 1305, 80%
Indoor (f) 515 0 174 689, 100%
Indoor (p) 367 26 126 519, 75%
LEDs (f) 1936 0 545 2481, 100%
LEDs (p) 981 41 254 1276, 51%
PCB (f) 1493 0 451 1944, 100%
PCB (p) 1078 46 285 1409, 72%
Telephone (f) 897 0 256 1153, 100%
Telephone (p) 642 30 169 841, 73%
Window (f) 1074 0 327 1401, 100%
Window (p) 739 87 246 1072, 77%

IV. EXPERIMENTAL RESULTS

We’ve conducted experiments to evaluate the performance
of our algorithm. The two performance criteria we considered
were: 1) Time taken to create an HDR image, and 2) the
quality of the resulting image with regard to the number of
invalid pixels that remain in the final result. Both quantities
were evaluated for our partial image HDR approach with
adaptive numbers of exposures as well as for the traditional
approach of creating HDR images using full images. For
simplicity we refer to the two compared approaches as “partial
HDR” and “full HDR”. To compare the results, we first ran
our algorithm on the test data to determine the set of exposures
used and then measured the full HDR approach using the same
set.

As test data to base these results on, we created six scenarios
we refer to as: Hallway, Indoor, LEDs, PCB, Telephone and
Window. HDR images of these can be seen in Figure 2. Each
scenario consists of twelve saved exposures of the same static
scene captured with a static camera. The shutter speeds were
set to 2i

∗ 0.02ms, i = 1, .., 12 in accordance with all possible
shutter settings requested by our algorithm.

A compromise had to be made between making our mea-
surements reproducible and measuring time taken to capture
images as realistically as possible. The former suggests using
saved images while the latter requires capturing live images.
We chose to conduct our experiments on saved image data.
Instead of recording live images with the camera, we copy
ROIs from saved images and use the results of Section II to
assess the required capture time. As described in Section III-C,
the computation time that can be scheduled in parallel to an
image acquisition is neglected.

Table I shows the results of the speed measurements in
each of the six scenarios using full and partial HDR. In this
experiment, the parameter rmax was set to 0.7%. It can be seen
that using partial re-exposures in these scenarios saves 20-49%
of the time to create an HDR image. This leads to an increase
in achievable frame rates by 25-96% in case that a sequence
of HDR images is recorded. As expected, the LED example
(see Figure 2) leads to the biggest performance gain because
the bright areas cover only a small portion of the scene.



(a) Hallway (b) Indoor

(c) LEDs (d) PCB

(e) Telephone (f) Window

Fig. 2. HDR images of the six scenarios we used for our experiments. (a) and (b) were chosen as worst case examples for our approach: (a) has very large
overexposed areas due to the window in the background and reflections on the floor, and (b) displays an indoor scene with a rather low dynamic range. A
high performance gain is to be expected in scenario (c) where the bright LEDs cover only a small portion of the image.



TABLE II
INFLUENCE OF rmax ON IMAGE QUALITY AND CAPTURE SPEED. THE

“INVALID” COLUMN DISPLAYS THE PERCENTAGE OF INVALID PIXELS IN
THE HDR IMAGE. “TOTAL TIME” SHOWS THE TOTAL TIME TAKEN TO

CAPTURE, ANALYZE AND STITCH IMAGES IN RELATION TO THE SPEED

ACHIEVED BY THE FULL HDR APPROACH AS SHOWN BEFORE.

Scenario rmax Invalid Total time
Hallway 0% 0% 87%

0.7% 0.02% 80%
5% 0.31% 67%

10% 3.68% 49%
PCB 0% 0% 89%

0.7% 0.04% 72%
5% 1.04% 42%

10% 3.78% 37%

As a “worst case” example, the Hallway scenario contains
overexposed regions that comprise a large area of the scene
(due to reflections on the floor). Throughout all scenarios,
the overhead introduced through image analysis accounts for
approximately 5% of the overall duration.

The parameter rmax influences the process of detecting
invalid regions in an image. It determines the maximum
allowed percentage of invalid pixels in an image row. Rows
that contain at most rmax percent invalid pixels are not re-
exposed and may generate under- or overexposed pixels in the
final HDR image. As stated before, rmax is an optimization
parameter allowing to adjust the trade-off between capture
speed and image quality. The influence of rmax on these two
performance criteria is illustrated in Table II. It shows the
percentage of invalid pixels in the created HDR image and
the overall time taken to capture, analyze and stitch images.
The overall time is expressed as the percentage of the full
HDR capture time, analog to Table I. To avoid clutter, we
chose two exemplary scenarios and four different settings for
rmax each. The results in the other scenarios were similar.

V. CONCLUSIONS AND FUTURE WORK

We have shown a technique to capture HDR images more
efficiently than by capturing images with varying exposure
at full resolution. By capturing partial images and selecting
the range of shutter settings used adaptively, we were able
to increase the frame rate by 25-96%. We also showed how
our algorithm can be parallelized, so that image analysis is
performed while exposing a new image. Images can therefore
be analyzed “for free” while waiting for the next image.
Capturing partial images also reduces the amount of redundant

data that is inputted to HDR stitching which allows for more
time to be saved.

A limitation of our approach is the relatively high constant
cost of the capturing process. In our scenario, only roughly
one half of the total capture time was dependant on the image
size, setting an upper bound to the achievable performance
gain.

Future work will be done on relaxing the requirements of
a static camera and scene. We will enhance our algorithm
through a motion compensation process to make full use
of the increased frame rate. When capturing videos instead
of single images, it is also possible to use information on
the radiance distribution of previous frames to adjust the
algorithm’s parameters.
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